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Abstract. We establish the independence of multipliers for polynomial endomorphisms
of Cn and endomorphisms of Pn. This allows us to extend results about the bifurcation
measure and the critical height obtained in [15] to the case of regular polynomial endo-
morphisms of Cn for n ≥ 3.

An important step in the proof is the irreducibility of the spaces of endomorphisms
with N marked periodic points, which is of independent interest.

1. Introduction, statement of the main results

The study of algebraic families of holomorphic dynamical systems on P1 has recently
seen an explosion of remarkable and diverse results (see e.g. [5], [6], [14], [1], [22], [24]).

In higher dimensions, the field is still emergent, although there already exist substan-
tial results (see [16], [15] or [32]). These results often rely on arithmetic techniques. A
significant difficulty in this framework is the lack of knowledge about the moduli spaces
associated with these algebraic dynamical systems. The results of this article contribute
to filling these gaps in the case of the moduli space of endomorphisms of Pn or regular
polynomial endomorphisms of Cn. Roughly speaking, we show that the multipliers of
periodic points give local coordinates on a Zariski open subset of these moduli spaces.
This could be useful for understanding bifurcations in these spaces or their arithmetic
properties. In particular, the results above allow us to extend the results of [15] on the
moduli space of regular polynomial endomorphisms of C2 to the general case of Cn with
n ≥ 3 (see Corollary 1.3 and Corollary 1.4).

1.1. Independence of the eigenvalues. For a pair of integers d ≥ 2 and n ≥ 1, let
Pnd be the space of all polynomials F : Cn → Cn of degree d which are regular, i.e., that
extend holomorphically to the projective space Pn. As this last condition is algebraic, Pnd
is naturally an affine variety.

Let F ∈ Pnd be a polynomial and let w ∈ Cn be one of its periodic points of period p.
Let λ ∈ C be an eigenvalue of w (i.e., an eigenvalue of the Jacobian matrix DF p at w).
If λ 6= 1, and the Jacobian matrix DwF

p does not have other eigenvalues equal to λ or to
1, then it follows from the Implicit Function Theorem that the periodic point w and its
eigenvalue λ can be followed locally and analytically in Pnd . This gives a local eigenvalue
function of period p. Furthermore, analytic continuation of the eigenvalue λ (as well as
the periodic point w) is well-defined over the whole space Pnd and results in a (multiple
valued) algebraic function. We will call it an eigenvalue function of period p.

We would have liked to consider the moduli space Pnd /Aff(Cn), where the affine group
acts by conjugation, but there is a slight technical difficulty to consider it as an algebraic
variety. Since the group Aff(Cn) is not reductive, the standard results on GIT quotients
do not apply. Nevertheless, in the case of endomorphisms of projective space Pn, the
group PGLn+ 1(C) is reductive, and Petsche-Szpiro-Tepper showed in [29] that its action
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on the space Endd(Pn) of degree d endomorphisms of Pn has finite stabilizers. Hence,
the quotient by conjugation Mn

d := Endd(Pn)/PGLn+ 1(C) is geometric and is an affine

variety [29, Proposition 10]. Therefore, in what follows, we consider the image P̃nd of Pnd in
Mn

d that we will abusively refer to as the moduli space of degree d regular endomorphisms

of Cn. There is a natural projection from Pnd /Aff(Cn), viewed as a set, onto P̃nd , which is
generically injective. However, maps with totally invariant hyperplanes could be identified
in P̃nd , even though they are not necessarily affinely conjugated.

Since the eigenvalues of the Jacobian matrix remain unchanged under holomorphic
conjugacies, it follows that the eigenvalue functions project to (multiple valued) algebraic

functions on P̃nd . The number of coefficients in a polynomial map F : Cn → Cn of degree

d is n
(
d+n
n

)
; the dimension of the moduli space P̃nd is

nNd,n := n

[(
d+ n

n

)
− n− 1

]
.

Our first main result is the following:

Theorem 1.1. Let d and n be any pair of integers, such that d ≥ 2 and n ≥ 1. Then any
nNd,n distinct eigenvalue functions defined on Pnd and corresponding to distinct cycles of
periods not smaller than 4, are algebraically independent over C.

The conclusion of the theorem means that the considered eigenvalue functions do not
satisfy any non-trivial polynomial relation with complex coefficients (neither locally in
an open subset of Pnd , nor globally). In other words, if p ≥ 4 then there exists a dense

Zariski open subset Up of P̃nd such that for any class [f ] ∈ Up, any nNd,n local eigenvalue
functions corresponding to different periodic orbits of f of period between 4 and p, define
local coordinates near [f ].

We note that the statement of Theorem 1.1 is sharp in terms of the number of inde-
pendent eigenvalue functions: any collection of nNd,n + 1 eigenvalue functions on Pnd is
algebraically dependent over C, since in this case the number of the eigenvalue functions
exceeds the dimension of the moduli space P̃nd .

On the other hand, the condition on the periods of the cycles in Theorem 1.1 is far
from being optimal. Using the same methods as in this paper, it is not very difficult to
strengthen the result of Theorem 1.1, allowing at least some periods to be smaller than
4. In particular, for n = 1 it was shown by the first author in [18] that the result of
Theorem 1.1 holds without any assumptions on the periods of the cycles. However, in
Theorem 1.1 we decided to sacrifice the generality of the result in favor of a more concise
and transparent proof.

Observe that the result also holds in the case of the space Endd(Pn) of degree d en-
domorphisms of Pn. As already mentioned, by [29] the associate moduli space Mn

d =
Endd(Pn)/PGLn+1(C) is an affine variety of dimension (n+ 1)Nd,n.

Theorem 1.2. Let d and n be any pair of integers, such that d ≥ 2 and n ≥ 1. Define

p̃ :=

{
5 if d = 2 and n = 2

4 otherwise.

Then any (n+1)Nd,n distinct eigenvalue functions defined on Endd(Pn) and corresponding
to distinct cycles of periods not smaller than p̃, are algebraically independent over C.

1.2. Previous results and consequences. When n = 1, the stronger versions of these
results have been proven by the first author in [17,18]. They are related to the seminal work
of McMullen [27] which in particular establishes that the set of all eigenvalues of periodic
points of f : P1 → P1 determines the conjugacy class of f up to finitely many choices in
M1

d except when f is a flexible Lattès map. We also refer to [23,24] for two striking new
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developments when n = 1 by Ji-Xie. In higher dimension, Gauthier-Taflin-Vigny proved
in [15] that all the eigenvalues of (almost) all periodic cycles determine f ∈ Mn

d up to
finitely many choices, except when f belongs to a proper algebraic subset ofMn

d . Observe
that this subset, which contains several analogs of flexible Lattès maps, is widely unknown.
It is related to the generalization in higher dimension of the characterization of algebraic
stable (i.e. without bifurcations) families of rational maps on P1 by McMullen [27] and of
the non-ampleness locus of the critical height by Ingram [20].

The independence result of [15] also holds in the polynomial case but only in dimension

2, i.e., in P̃2
d . This independence is actually a key ingredient in the proof of [15, Theorem

C] which was one of the main steps to obtain the non-Zariski density of postcritically finite
(PCF) endomorphisms in P2

d and in Endd(Pn), as soon as d ≥ 2 and n ≥ 2, as it has been
conjectured by Ingram-Ramadas-Silverman in [21]. Thanks to Theorem 1.1, we can now

extend [15, Theorem C] to P̃nd for n ≥ 3, which was the original motivation of the present
article.

Corollary 1.3. Fix two integers d ≥ 2 and n ≥ 3. There exists a non-empty open subset
Ω ⊂ P̃nd such that

• the open set Ω is contained in the support of the bifurcation measure µBif ,
• the open set Ω contains no conjugacy class of PCF endomorphism.

We refer to [15] for the definitions of PCF endomorphisms and the construction of the
bifurcation measure is described in Section 7. Notice that the latter was introduced by
Bassanelli-Berteloot in [2]. But, to the best of our knowledge, the simple fact that µBif

doesn’t vanish in P̃nd when n ≥ 3, which is now a direct consequence of Corollary 1.3, was
not known. Another consequence of Corollary 1.3 is that the assumptions of [15, Theorem
7.2] are also satisfied when n ≥ 3 which gives the following uniform result, much stronger
than the non-Zariski density of PCF maps in Pnd (see [15, Theorem D] for n = 2).

Corollary 1.4. Let n ≥ 3 and d ≥ 2. There exists a dense Zariski open subset U of Pnd
and an integer B ≥ 1 such that for all f ∈ U , there exists an algebraic subset Wf of Cn
of codimension 2 with deg(Wf ) ≤ B which contains all the critical preperiodic points of f
in Cn, i.e.

Preper(f) ∩ Critf ⊂Wf .

Here, Critf is the critical set of f in Cn and Preper(f) is its set of preperiodic points,
i.e. Preper(f) := {w ∈ Cn ; ∃p > q ≥ 0, fp(w) = f q(w)}. Observe that when f is PCF
then preperiodic points are Zariski dense in Critf . When n = 2, the sets Wf are finite so
the bound on deg(Wf ) gives a satisfactory uniform bound on the cardinality of Wf in the
spirit of the uniform results in arithmetic geometry (see e.g. [8] and [5]) and arithmetic
dynamics (see e.g. [26] and [7]). In higher dimensions, although less precise, the proof of

Corollary 1.4 addresses the analogue in P̃nd of Problem 6.3.9 of Yuan-Zhang [31] about the
arithmetic bigness of the adelic line bundle associated to the critical height. Observe that
[31, Problem 6.3.9] is widely open on Mn

d .
Finally, Theorem 1.2 provides a positive answer to the first part of Question 19.4 of

J. Doyle and J. Silverman [11] with an explicit (but possibly still non-optimal) constant p̃
from Theorem 1.2. To state the result, we observe that for any n, p ≥ 1 and d ≥ 2, one
can consider a single valued function

µp,n,d : Mn
d → Cnν(p,n,d),

obtained by taking all eigenvalue functions of all cycles of period n (counted with multi-
plicities) and factoring them through the corresponding symmetric polynomials. (Here,
ν(p, n, d) is the number of p-cycles of a generic map f from Endd(Pn).)

Corollary 1.5. Let p̃ be the same as in Theorem 1.2. Then for any n ≥ 1, d ≥ 2 and
p ≥ p̃, the map µp,n,d is quasi-finite on a nonempty Zariski open subset.
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Due to Theorem 1.1, an analogous statement also holds on the moduli space P̃nd of
polynomial maps. The proof of Corollary 1.5 is provided in the end of Section 6. Sev-
eral results similar to Corollary 1.5, but for very specific subsets of Mn

d were previously
obtained in [19].

We also note that the results of [15] imply the existence of a positive integer p̂(n, d),
such that for all n ≥ 1, d ≥ 2 and p ≥ p̂(n, d), the direct product map∏

p≤p̂(n,d)

µp,n,d : Mn
d →

∏
p≤p̂(n,d)

Cnν(p,n,d)

is quasi-finite on a nonempty Zariski open subset. However, the approach of [15] does not
provide explicit bounds on p̂(n, d) nor its dependence on n and d.

1.3. Irreducibility of varieties of marked periodic orbits over Pnd and Endd(Pn).
Our second main result that is also a key ingredient of the proof of Theorem 1.1 and
Theorem 1.2, is a theorem on irreducibility of the space Pnd or Endd(Pn) with N marked
periodic orbits. In what follows, we mainly focus on the polynomial setting, i.e., in Pnd .

Let n ≥ 2, d ≥ 2 and N ≥ 1 and let p = (p1, . . . , pN ) ∈ ZN>0. We define Xn
d,p as the

closure of

X̃n
d,p =

(f, z1, . . . , zN ) ∈ Pnd × (Cn)N ;
zi is a non-parabolic periodic point
of exact period pi of f and no two

zj are in the same orbit of f

 .

The natural projection π : Xn
d,p → Pnd defined a ramified cover and we are interested

in the action of the monodromy on the fibers of this cover. More precisely, let pmax :=
max1≤i≤N pi and let Pnd (pmax) ⊂ Pnd be the Zariski open subset of Pnd that consists of all
maps whose cycles of period less than or equal to pmax don’t have eigenvalues that are
equal to 1. The analytic continuation of a p-periodic point, with p ≤ pmax, along a path in
Pnd (pmax) is well-defined. In particular, starting at the base point F0 ∈ Pnd (pmax) defined

by F0(z1, . . . , zn) = (zd1 , . . . , z
d
n), the fundamental group of Pnd (pmax) acts on the set of

periodic points of period bounded by pmax of F0 by permutations. An obvious constraint
on this action is that it has to commute with the dynamics (after a permutation, the
periods of periodic points cannot change, and the relative positions of periodic points in
a cycle remain the same). Theorem 1.6 says that this is the only contraint. Actually,
this action naturally extends to an action on the fiber π−1(F0), that we call the action by
monodromy of Xn

d,p → Pnd on its fibers, and we have the following result.

Theorem 1.6. For all n,N ≥ 1, d ≥ 2 and p = (p1, . . . , pN ) ∈ ZN>0, the action by
monodromy of Xn

d,p → Pnd on its fibers is transitive. In particular Xn
d,p is irreducible.

Moreover, the analogue result holds on Endd(Pn).

In particular, it implies that the cover Xn
d,p → Pnd is Galois, i.e. that its covering

automorphisms act transitively on the fibers.
So far, Theorem 1.6 has been known only for the case n = 1: the case n = 1 and d = 2

has been proven in [4], and the more general case n = 1, d ≥ 2 was shown in [30] even in
the more restrictive setting of unicritical polynomials instead of all degree d polynomials
P1
d (see also [28]). Observe that the case n ≥ 2 and N = 1 over Endd(Pn) has been solved

by Fakhruddin in [13]. His strategy relies on the fact that in Endd(Pn), there are more
ways to deform the power map F0 while preserving an invariant fibration. We were not
able to adapt his proof neither to the case N ≥ 2, nor to the polynomial case, nor for
eigendirections (see below).

Using families that admit an invariant fibration, the one-dimensional result easily yields
some permutations. The main difficulty in proving Theorem 1.6 lies in overcoming the
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restrictions imposed by the fibration on the possible permutations, which we address using
dynamical arguments.

Finally, it is important to mention that our proof of Theorem 1.1 relies not only on the
fact that all permutations of periodic points commuting with the dynamics can be imple-
mented, but also on the possibility to interchange eigendirections of the Jacobian matrices
at periodic points via a monodromy in Pnd . The latter is guaranteed by the irreducibility
theorem that we state below. This theorem extends the result of Theorem 1.6.

For n ≥ 2, the tangent line bundle to Cn is diffeomorphic to Cn × Pn−1. Given n ≥ 2,
d ≥ 2, N ≥ 1 and p = (p1, . . . , pN ) ∈ ZN>0, we define Znd,p as the closure of

Z̃nd,p =

(f, ((zi,vi))1≤i≤N ) ∈ Pnd × (Cn × Pn−1)N ;

zi is a non-parabolic periodic point of
exact period pi of f, no two zj are in
the same orbit of f and vi is a simple

eigendirection of Dzif
ni

 .

We prove the following:

Theorem 1.7. For all n, d ≥ 2, N ≥ 1 and p = (p1, . . . , pN ) ∈ ZN>0, the action by
monodromy of Znd,p → Pnd on its fibers is transitive. In particular Znd,p is irreducible.

Again, the analogue result holds on Endd(Pn).

Observe that some of the fibers of the projection Znd,p → Pnd have positive dimensions.

This is in particular the case for the fiber above F0(z1, . . . , zn) = (zd1 , . . . , z
d
n), which is also

a source of minor technical difficulties arising in the proof of Theorem 1.1.

1.4. Strategy of the proof of Theorem 1.1 and structure of the paper. Any
tuple of nNd,n eigenvalue functions corresponding to nNd,n distinct periodic orbits, can
be viewed as a tuple of algebraic functions on an irreducible component of an appropriate
algebraic variety Znd,p. (The vector p here is the vector of periods of the selected periodic

orbits.) Thus, in order to prove Theorem 1.1, it is sufficient for any selection of the
eigenvalue functions to find a point on the corresponding irreducible component of Znd,p,

at which these eigenvalues are locally independent (i.e., the Jacobian matrix of the partial
derivatives of the eigenvalue functions has full rank).

On the other hand, Theorem 1.7 which we prove in Section 2 together with Theo-
rem 1.6, implies that the variety Znd,p is irreducible. Hence, existence of a point in Znd,p,
where the selected eigenvalue functions are locally independent, is implied by the following
proposition.

Proposition 1.8. Given any finite sequence of integers p1, . . . , pnNd,n ≥ 4, there exists
a map F ∈ Pnd and a finite sequence of eigenvalue functions λ1, . . . , λnNd,n corresponding
to distinct periodic orbits of the respective periods p1, . . . , pnNd,n, such that the eigenvalue
functions λ1, . . . , λnNd,n are locally independent at F .

We give a proof of Proposition 1.8 in Section 6. The proof is based on the local con-
siderations near the power map F0(z1, . . . , zn) = (zd1 , . . . , z

d
n). Note that the eigenvalue

functions are not well defined in a neighborhood of the power map F0, so the latter cannot
be selected as the map F in Proposition 1.8. We solve this problem by considering slightly
modified functions that are well defined in a neighborhood of F0 and agree well with the
eigenvalue functions. The corresponding statement is proven in Section 3. In Section 4 we
compute the partial derivatives of the modified eigenvalue functions at the map F0, and in
Section 5 we show that there exists a selection of the modified eigenvalue functions with
the prescribed periods, for which the Jacobian matrix is non-degenerate. In Section 6,
we complete the proof of Proposition 1.8 (as well as Theorem 1.1) by passing back to the
actual eigenvalue functions and selecting an appropriate map F sufficiently close to F0.
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Finally, in Section 7 we explain how Corollary 1.3 and Corollary 1.4 can be deduced from
[15] using Theorem 1.1.

2. Irreducibility of Pnd with marked periodic points

The main goal of this section is to give a proof of Theorems 1.6 and 1.7, in both Pnd
and Endd(Pn), focusing first on the former.

Recall that for a positive integer pmax > 0, the set Pnd (pmax) ⊂ Pnd is the set of all maps
whose cycles of period less than or equal to pmax don’t have eigenvalues that are equal 1.
As we have already seen, the analytic continuation of a p-periodic point, with p ≤ pmax,
along a path in Pnd (pmax) is well-defined.

The proof of Theorem 1.6 relies on its one-dimensional version that is proven in a
stronger form in [4] and [30]. We state this result below:

Theorem 2.1. Let d ≥ 2 and pmax ≥ 1 be two integers. Let Ud(pmax) be the set of c ∈ C
such that the polynomial fc(z) := zd + c does not have a parabolic cycle of period ≤ pmax.
Let Ppmax be the set of periodic points of f0 of period at most pmax. Then, the analytic
continuation along loops in Ud(pmax) starting at 0 induce all permutations of Ppmax that
commute with the dynamics. In particular, the same holds for loops in a larger space
P1
d(pmax) instead of Ud(pmax).

Recall that the map F0 ∈ Pnd is defined by

F0 : (z1, . . . , zn) 7→ (zd1 , . . . , z
d
n).

In particular, it belongs to the direct product (P1
d)n. Observe that many permutations

of periodic points cannot be obtained if we only consider deformations in the space of
product maps (P1

d)n. For example, if x0 and y0 are respectively fixed and a 2-periodic

point for z 7→ zd then (x0, y0) ∈ C2 is a 2-periodic point for F0 when n = 2. Its analytic
continuation along a loop in P2

d(pmax) of the form

Ft(x, y) = (ft(x), gt(y))

will be (xt, yt) with xt fixed for ft and yt 2-periodic for gt. Hence, (x0, y0) cannot be ex-
changed in this way with (y0, y0) which also has period 2. Moreover, if (x0, y0) is exchanged
with (x′0, y

′
0) then all periodic points of the form (x0, y) are changed to (x′0, y

′) for some
y′.

To highlight this difficulty, we say that a periodic point z = (z1, . . . , zn) of a product
map (x1, . . . , xn) 7→ (f1(x1), . . . , fn(xn)) has type

p = (p1, . . . , pn)

if each zi has period pi for fi.

2.1. Strategy of the proof of Theorem 1.6. We first prove the theorem in the case
n = 2 which captures the main difficulties that arise in the multi-dimensional case and
are not present when n = 1. In the proof we consider loops in Pnd that start and end at
F0. The proof splits into two main steps: in Proposition 2.6 we show that if two periodic
points z = (x, y) and z′ = (x′, y′) of type (1, p) with either x = x′ or y = y′ belong to
distinct cycles, then they can be interchanged by an appropriate loop so that all other
cycles of periods ≤ pmax remain unchanged. On the other hand, if the above two points z
and z′ belong to the same cycle, then this cycle can be cyclically permuted by a loop so
that z is sent to z′ and again, all other cycles of periods ≤ pmax remain unchanged.

In the second step (Proposition 2.5) we prove that any two periodic points of the map F0

with the same periods p can be turned into periodic points z and z′ of the kind described
above, by following an appropriate loop in Pnd . Note that this loop is allowed to act
nontrivially on other periodic orbits of period ≤ pmax. Finally, by conjugating the loop
from Proposition 2.6 by the loops from Proposition 2.3, we generate a sufficiently large
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collection of permutations of periodic points so that this collection generates the full group
of permutations that commute with the dynamics.

The proof of Theorem 1.6 in Pnd for n ≥ 3 relies on the case n = 2 and is given right

after the proof for the case n = 2. The extension to Endd(Pk) is explained in Section 2.4
We would like to point out that one of the main difficulties in the proof is to avoid

“undesired” permutations of periodic points (as in Proposition 2.6). This is done with the
help of Lemma 2.2, as also illustrated in Proposition 2.3 below. Furthermore, Lemma 2.2
also allows us to avoid undesired permutations of the eigendirections in the proof of The-
orem 1.7 in the end of this section.

2.2. Hyperbolicity condition for compositions of polynomials. A key ingredient
in order to use Theorem 2.1 in higher dimension is the following elementary lemma. It
will allow us to show that some paths are contractible in the shift locus of one variable
polynomials.

Lemma 2.2. Let d ≥ 2 be an integer. Let C > 1. Let K be a compact subset of C∗ and
L be a compact in the set of monic degree d polynomials. There exists a constant A > 0
such that if b ∈ C satisfies |b| > A and if α1, . . . , αN ∈ K, P1, . . . , PN ∈ L, for any N ≥ 1,
then the map f := fN ◦ · · · ◦f1, where fi(z) := Pi(z)− bαi, is hyperbolic with an expanding
constant larger than C.

Proof. The proof simply consists to observe that under these assumptions, there exists
large radii R0, R1, . . . , RN such that R0 = RN and f−1

i (D(0, Ri)) has d relatively small
connected components contained in D(0, Ri−1), for i ∈ {1, . . . , N}. In this way, f has a
Cantor Julia set and is hyperbolic with a large expanding constant. And the construction
of R0, . . . , RN simply comes from the fact that each Pi looks like z 7→ zd near ∞.

In order to find these radii, let d ≥ 2 and let ε > 0 be small enough (depending on
d) such that the set {z ∈ C ; |zd − 1| ≤ 2ε} is contained in the union of d disjoint discs
centered at the d-th roots of unity and of radius ε′, for some 0 < ε′ < 1.

Observe that if c ∈ C∗ and z ∈ C then |zd − c| ≤ 2ε|c| is equivalent to |1 − zd/c| ≤ 2ε

which implies that there exist a d-root ξ of 1 and a d-root c1/d of c with |ξ−z/c1/d| ≤ ε′, i.e.

|ξc1/d−z| ≤ ε′|c|1/d. Moreover, Rouché’s theorem gives that if h is a holomorphic function
with |h(z)| < ε on ∂D(ξ, ε′) then the image of D(ξ, ε′) by z 7→ zd + h(z) contains D(1, ε).
Hence, there exists A0 > 0 such that if |c| > A0 and P ∈ L then the preimage of D(0, ε|c|)
by the map w 7→ P (w) − c is contained in the union of the d discs D(c1/dξ, ε′|c|1/d).
In particular, it is contained in D(0, 2|c|1/d). Here, we applied the above argument to

h(z) =
∑d−1

i=0 aic
(i−d)/dzi where P (w) = wd +

∑d−1
i=0 aiw

i.
Now, let α1, . . . , αN ∈ K, P1, . . . , PN ∈ L and b be in C∗. Define, for i ∈ {1, . . . , N},

Ri := ε|bαi| and fi : z 7→ Pi(z) − bαi. In order to have f−1
i (D(0, Ri)) ⊂ D(0, Ri−1) it is

sufficient to have |bαi| > A0 and 2|εbαi|1/d < ε|bαi−1| which holds if

|b| > 2d/(d−1)

ε

(
max1≤i≤N |αi|
min1≤i≤N |αi|d

)1/(d−1)

.

Hence, ifm = min{|z| ; z ∈ K} andM = max{|z| ; z ∈ K}, we can takeA := 4
ε

(
M

minKd

)1/(d−1)
.

A final observation is that f−1
i (D(0, Ri)) is contained in C\D(0, (1−ε′)|bαi|1/d) where the

derivative of fi is P ′i which becomes arbitrarily large, uniformly on Pi ∈ L, if the constant
A is large enough. �

2.3. Main steps of the proof: construction of the loops. In the following proposi-
tion, we work in the space of skew-products and use Lemma 2.2 in order to construct a
target permutation, while avoiding the undesired ones.



8 IGORS GORBOVICKIS AND JOHAN TAFLIN

Proposition 2.3. Let pmax and p be two integers such that 1 ≤ p ≤ pmax. Let z1 and z′1
be two periodic points of F0 of type (1, . . . , 1, p) and of the form z1 = (0, . . . , 0, xn) and
z′1 = (0, . . . , 0, x′n).

If z1 and z′1 belong to different cycles, then there exists a loop in Pnd (pmax) which ex-
changes z1 and z′1 while leaving all the other cycles of period smaller than or equal to pmax

unchanged.
If z1 and z′1 belong to the same cycle, then there exists a loop in Pnd (pmax) which cycli-

cally permutes this cycle, sending z1 to z′1 while leaving all the other cycles of period
smaller than or equal to pmax unchanged.

Proof. Let {z2, . . . , zN} ⊂ Cn be the set of periodic points of period ≤ pmax which are
not in the same cycle as z1 nor z′1. For each j ∈ {2, . . . , N}, write zj = (zj,1, . . . , zj,n). Let
p̃ denote the least common multiple of the periods of z1, . . . , zN . By Theorem 2.1, there
exists a loop in P1

d(p̃) of the form ft(x) = xd + c(t), t ∈ [0, 1] with c(0) = c(1) = 0, which
exchanges the p-periodic points xn and x′n, if they belong to different cycles or sends xn
to x′n if they belong to the same cycle. Furthermore, the loop can be chosen so that all
the periodic points of period smaller or equal to p̃ that are not in the same cycle as xn or
x′n, stay unchanged.

Observe that the loop

[0, 1] 3 t 7→ Fγ0(t)(u1, . . . , uk) = (ud1, . . . , u
d
k−1, ft(uk))

exchanges z1 and z′1 but will also act non-trivially on some other periodic orbits of periods
less than or equal to pmax. In order to avoid this, we will use Lemma 2.2 and work in the
space of skew-products.

Choose R > 0 large enough so that c([0, 1]) ⊂ D(0, R). Let π : Cn → Cn−1 be the
projection π(u1, . . . , un) = (u1, . . . , un−1). By construction, if

J0 := {2 ≤ j ≤ N ; π(zj) = 0}

then the loop Fγ0(t) acts trivially on zj with j ∈ J0. Let J1 := {2, . . . , N} \ J0. As C is an

infinite filed, there exists a linear form h : Cn−1 → C such that h(π(zj)) 6= 0 if j ∈ J1. It
also follows from the definition of the set J0 that h(π(zj)) = 0, for all j ∈ J0. By Lemma

2.2 applied to K := {h(π(zj)) ; j ∈ J1} and L := {zd + a ; |a| ≤ R}, if the modulus of
b1 ∈ C is large enough then for all t ∈ [0, 1] and j ∈ J1, we have that

ft,j := ft,j,p̃−1 ◦ · · · ◦ ft,j,0 where ft,j,i(z) := zd + c(t) + b1h(π ◦ F i0(zj))

is hyperbolic. Moreover, as the loop t 7→ c(t) is contractible in D(0, R), the loop t 7→ ft,j
is contractible in the space of hyperbolic polynomials and hence, does not permute any
periodic points of f0,j = f1,j , for j ∈ J1.

Now we define a loop

Fγ1(t)(u1, . . . , un) := (ud1, . . . , u
d
n−1, u

d
n + c(t) + b1h(u1, . . . , un−1)).

Note that Fγ1(0) = Fγ1(1) 6= F0, but for each j ∈ J1, and any z ∈ C, we have

F p̃γ1(t)(zj,1, . . . , zj,n−1, z) = (zj,1, . . . , zj,n−1, ft,j(z)).

Hence, by the previous discussion, this loop acts trivially on the periodic points of Fγ1(0)

of the form (zj,1, . . . , zj,n−1, z). Furthermore, if δ1 is a path in Pnd (pmax) between F0 and

Fγ1(0) of the form (u1, . . . , un) 7→ (ud1, . . . , u
d
n−1, u

d
n + tb1h(u1, . . . , un−1)), t ∈ [0, 1], then

the analytic continuation of a periodic point (u1, . . . , un) has the form (u1, . . . , un−1, z)
for some z ∈ C, and in particular, the points z1, z′1 and zj with j ∈ J0 stay unchanged as

we move along the path δ1. Thus, the concatenation of δ1 with γ1 and δ−1
1 gives a loop

in Pnd (pmax) which exchanges z1 and z′1, leaving unchanged all zj with j ∈ J0 ∪ J1. This
concludes the proof. �
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Remark 2.4. An important observation is that all the deformations in Pnd (pmax) we used
in the proof above act trivially on the hyperplane at infinity when seen as endomorphisms
of Pn. This will also hold for all the other results in Pnd below. Given that, it will be easy
to extend the irreducibility results to the space Endd(Pn) instead of Pnd .

In the next two propositions, we restrict ourselves to n = 2. First, we use Lemma 2.2
to change the types of orbits.

Proposition 2.5. Let p ≥ 1 and pmax ≥ p. Let z1 and z2 be two p-periodic points of F0 of
periodic type (p1, q1) and (p2, q2) respectively. Then there exists a loop in P2

d(pmax) such
that the analytic continuations ž1 = (x̌1, y̌1) and ž2 = (x̌2, y̌2) of z1 and z2 respectively
are both of type (1, p), with either x̌1 = x̌2 or y̌1 = y̌2.

Note that in Proposition 2.5 we do not necessarily require that the points z1 and z2

belong to distinct cycles.

Proof of Proposition 2.5. Let zi be of type (pi, qi) for i ∈ {1, 2} like in the statement.
Let ε > 0 be an arbitrarily small constant which will be fixed later. Let fε : C → C
be a degree d polynomial having a period p1-cycle (w1, . . . , wp1) such that |wi| < ε for

i ∈ {1, . . . , p1 − 1} and |1− wp1 | < ε. One can take fε(w) = aw(wd−1 − 1) with a = Cε−1

where C > 1 depends on d. For c ∈ C, define

Gc,ε(x, y) = (fε(x), yd + xc).

Note that when c = 0, the map G0,ε belongs to the product space (P1
n)2 ⊂ P2

n, so,
using Theorem 2.1, we can find a path δ from F0 to G0,ε in the product space (P1

n)2 such
that the analytic continuation of z1 along δ is (w1, y1), where y1 is a periodic point of
y 7→ yd of period q1. Observe that y1 is also an r1-periodic point for the map y 7→ yd

p1 ,
where r1 satisfies p1r1 = p. Using the monodromy in the non-parabolic unicritical degree
dp1 polynomials, there exists a loop γ in that space such that the r1-periodic point y1 for
y 7→ yd

p1 is exchanged with a p-periodic point ŷ1 of y 7→ yd (which also has period r1 for
y 7→ yd

p1 ). Since, when ε is small the second coordinate of Gp1c,ε(w1, y) is arbitrarily close
to yd

p1 + c, the analytic continuation of (w1, y1) along the loop t 7→ Gγ(t),ε is (w1, ŷ1) when
ε > 0 is small enough. In particular, the periodic point (w1, ŷ1) has type (p1, p). Coming
back to F0 through δ−1, we obtain that the analytic continuation of z1 via this loop is
some periodic point ẑ1 := (x1, ŷ1) of type (p1, p).

The same construction allows us to pass from ẑ1 to ž1 := (x̌1, ŷ1) of type (1, p). More
specifically, we exchange the roles of x and y in the previous argument, and we replace
p1 by p. The only other difference is that when we use the monodromy starting at the
map x 7→ xd

p
, the point x1 is fixed for this map and we exchange it with a fixed point of

x 7→ xd.
So far, we have not considered the other periodic points, especially z2. Let ẑ2 = (x̂2, ŷ2)

denote the analytic continuation of z2 along the loop exchanging z1 with ž1. We now have
to exchange ẑ2 with a type (1, p) periodic point of the form (x̌2, ŷ1) or (x̌1, y̌2), leaving ž1

unchanged. Observe that if x̂2 = x̌1 then (p2, q2) = (1, p) and ẑ2 already has the desired
form. Hence, we can assume that x̂2 6= x̌1. (The latter will in particular imply that the
points ẑ2 and ž1 belong to different cycles.) In the same spirit, if p2 = 1, we can assume
that ŷ2 6= ŷ1, otherwise, there is nothing to prove. On the other hand, the map fε we
choose above has a fixed point at 0 and a p2-cycle (w′1, . . . , w

′
p2) such that |w′i| < ε for

i ∈ {1, . . . , p2 − 1} and |1− w′p2 | < ε. Using once again Theorem 2.1 and the monodromy

in P1
d(pmax), there is a path from z 7→ zd to fε such that x̌1 becomes 0 and x̂2 becomes

w′1. From that, using as above a loop of the form Gη(t),ε, we can exchange (w′1, ŷ2) with
(w′1, ŷ1). The latter point is of type (p2, p) with the second coordinate matching the one
of ž1. Note that all the periodic points of the form (0, y), in particular (0, ŷ1), remained
unchanged by the monodromy along the loop Gη(t),ε.
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For the last step, since the second coordinate of the two periodic points are the same,
we can exchange the first coordinate of the second point so that it becomes of type (1, p),
leaving the first periodic point unchanged. �

Proposition 2.6. Let pmax and p be two integers such that 1 ≤ p ≤ pmax. Let z1 = (x1, y1)
and z′1 = (x′1, y

′
1) be two periodic points of F0 of type (1, p) with x1 = x′1 or y1 = y′1.

If z1 and z′1 belong to different cycles, then there exists a loop in P2
d(pmax) which ex-

changes z1 and z′1 while leaving all the other cycles of period smaller than or equal to pmax

unchanged.
If z1 and z′1 belong to the same cycle, then there exists a loop in P2

d(pmax) which cyclically
permutes this cycle, sending z1 to z′1 while leaving all the other cycles of period smaller
than or equal to pmax unchanged.

Proof. Observe first that if the points z1 and z′1 belong to the same cycle, then x1 = x′1. In
general, the case x1 = x′1 follows from Proposition 2.3: using Theorem 2.1 we can assume
that x1 = x′1 = 0 and then apply Proposition 2.3 with n = 2. Thus, for the rest of the
proof we assume that the points z1 and z′1 belong to distinct cycles, y1 = y′1 and p ≥ 2
since when p = 1 the situation is similar to the case x1 = x′1.

As in the proof of Proposition 2.3, let {z2, . . . , zN} ⊂ C2 be the set of periodic points
of period ≤ pmax which are not in the same cycles as z1 and z′1.

It is classical fact (see the “tour de valse” [10] and the proof of [12, Corollary 4.11] for
precise details) that there exists a continuous family of maps (gε)ε∈[0,ε0] contained in P1

d

and parameterized by a small interval [0, ε0] such that for each ε ∈ [0, ε0], the point 0 is
a fixed point of gε and if ε 6= 0 then gε has a p-cycle (w1(ε), . . . , wp(ε)) whose points are
contained in the disc D(0, pε) and depend continuously on ε. Moreover, we can assume
that gε ∈ P1

d(pmax) if ε 6= 0. Observe that a priori, this family cannot be extended to the
one parametrized holomorphically by D(0, ε0) with the same property since ε 7→ w1(ε)
could be multivalued.

For c, α ∈ C and ε ∈ [0, ε0], we defined

(1) Gc,α,ε(x, y) := (xd + αy + c, gε(y)).

By Theorem 2.1, there exists a path in P1
d form x 7→ xd to gε0 , sending y1 to w1(ε0).

Let us denote by γ the corresponding path in the product space (P1
d)2 ⊂ P2

d between
F0 and G0,0,ε0 such that the first coordinate remains unchanged along the path. For
i ∈ {1, . . . , N}, let ẑi = (xi, ŷi) and ẑ′1 = (x′1, ŷ1) be the analytic continuations along the
path γ of the points zi and z′1 respectively. There exist natural analytic continuations
ẑi(ε) = (xi, ŷi(ε)) and ẑ′1(ε) = (x′1, ŷ1(ε)) of ẑi and ẑ′1 respectively, for ε ∈ [0, ε0] with
ẑi(ε0) = ẑi and ẑ′1(ε0) = ẑ′1. Among these periodic points, we isolate those with one “bad”
coordinate by setting {2, . . . , N} = I0 t (I1 ∪ I2) where i ∈ I1 iff xi = x1 or xi = x′1 and
i ∈ I2 iff ŷi(0) = 0. Observe that i ∈ I1 ∩ I2 implies that ẑi(ε0) is a fixed point equal to
(x1, 0) or (x′1, 0) since the orbits of the original periodic points z1, z

′
1 are disjoint from the

points z2, . . . , zN .
For i 6∈ I2, let ni be the period of the periodic point zi and let fc,α,i : C → C be the

family of maps, parameterized by c and α, such that

Gnic,α,0(x, ŷi(0)) = (fc,α,i(x), ŷi(0)), for all x ∈ C.

Using Theorem 2.1 in the space of non-parabolic unicritical degree d polynomials fc, there
is a loop c : [0, 1]→ C which exchanges x1 and x′1, leaving invariant all xi with i /∈ I1. On

the other hand, there exists r > 0 such that |gj0(ŷi(0))| ≥ r if j ≥ 0 and i /∈ I2. Hence,
using Lemma 2.2 in the same way as in the proof of Proposition 2.3, there exists α > 0
such that for all i /∈ I2, the loop

[0, 1] 3 t 7→ fc(t),α,i
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is a contractible loop in the space of hyperbolic polynomials. Thus, the loop t 7→ Gc(t),α,0
(conjugated by a path from G0,0,0 to G0,α,0 in product maps) acts trivially on the periodic
points ẑi(0) if i /∈ I2. This remains true under small perturbations so there exists ε ∈ (0, ε0)
such that t 7→ Gc(t),α,ε is a loop along which the periodic points corresponding to ẑ1(ε)
and ẑ′1(ε) are exchanged and those corresponding to ẑi(ε), i /∈ I2, stay unchanged.

Finally, we observe that the remaining case i ∈ I1 ∩ I2, corresponds to the two fixed
points (x1, 0) and (x′1, 0) of G0,0,ε, and these two fixed points are swapped by the con-
structed loop. However, using Proposition 2.3 it is easy to cancel this undesired permuta-
tion (see the beginning of the present proof about the case y1 = y′1 and p = 1). �

We can now prove Theorem 1.6 when n = 2.

Theorem 2.7. For all N ≥ 1, d ≥ 2 and p = (p1, . . . , pN ) ∈ ZN>0, the action by mon-
odromy of X2

d,p → P2
d on its fibers is transitive. In particular, X2

d,p is irreducible.

Proof. Let pmax = max{p1, . . . , pN}. Recall that for n = 2, the map F0 : C2 → C2 is
defined by F0 : (x1, x2) 7→ (xd1, x

d
2). It is enough to prove that, if (F0, z1, . . . , zN ) ∈ X2

d,p

and z′i is another pi-periodic point of F0 then either zi and z′i belong to the same cycle
and there exists a loop in P2

d(pmax) that cyclically permutes this cycle, sending zi to z′i,
or zi and z′i belong to distinct cycles and there exists a loop in P2

d(pmax) which exchanges
zi and z′i. In both cases the loop should leave the points zj with j 6= i unchanged as long
as zj is not in the same orbit than z′i.

To prove this, consider the loop γ given by Proposition 2.5 such the monodromy along
γ turns zi (resp. z′i) into some points xi (resp. x′i) that are both of type (1, p). For
1 ≤ j ≤ N with j 6= i, let xj be the analytic continuation of zj along γ. Let δ be the
loop given by Proposition 2.6. It exchanges xi and x′i if they belong to distinct cycles or
otherwise, sends xi to x′i in both cases leaving other cycles unchanged. Then, the loop
γδγ−1 provides the necessary permutation of the periodic points. �

Using Proposition 2.3, the result extends to all dimensions.

Proof of Theorem 1.6 when n ≥ 3. Let (F0, z1, . . . , zN ) be in Xn
d,p. Let zi be one of the

points in this data and let z′i be another pi-periodic point of F0 which is not in the same
cycle than zj for all j 6= i. The goal here is to obtain a loop γ in Pnd (pmax) putting both
points zi and z′i in the form required to apply Proposition 2.3 and then use the path
γδγ−1 where δ is given by Proposition 2.3. Observe that this strategy cannot work when
d = 2 and pi = 2, since under these conditions there is a only one 2-cycle of the form
(0, . . . , 0, xn). We will explain the case pi = 2 separately.

Let us write zi and z′i in coordinates: zi = (x1, . . . , xn) and z′i = (y1, . . . , yn), and define
(q1, . . . , qn) and (r1, . . . , rn) as the periodic types of, respectively, zi and z′i. If we assume
that pi 6= 2 then max1≤j≤n qj 6= 2 and we can assume that this maximum is equal to
qn. From that, (x1, xn) is a periodic point in dimension 2 of period s, the least common
multiple of (q1, qn). In the same way, (y1, yn) is a periodic point of period t. By Theorem
2.7, there exists a loop in P2

d(pmax) sending (x1, xn) to (0, x′n) and (y1, yn) to (0, y′n), for

some periodic points x′n and y′n of z 7→ zd of periods s and t respectively. Lifting this loop
to the space Pnd (pmax), we obtain a loop that sends zi = (x1, . . . , xn) to (0, x2, . . . , xn−1, x

′
n)

and z′i = (y1, . . . , yn) to (0, y2, . . . , yn−1, y
′
n). The proof is concluded by induction on the

number of nonzero coordinates of the periodic points to obtain the points in the desired
form for which Proposition 2.3 can be applied.

It remains to consider the case pi = 2. First, observe that when zi and z′i are in the
same cycle, we can follow the construction above. Thus, assume that zi and z′i are not in
the same cycle. Then, there exist 1 ≤ a < b ≤ n such that the points (xa, xb) and (ya, yb)
are both of period 2 but in different cycles of the two-dimensional map (z1, z2) 7→ (zd1 , z

d
2).

Without loss of generality we can assume that (a, b) = (n− 1, n). The result in dimension
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2 allows to assume that (xn−1, xn) and (yn−1, yn) are both of periodic type (1, 2) with
xn−1 = 0, yn−1 = 1 and xn = yn. Hence, for all j ∈ {1, . . . , n − 2} both (xj , xn) and
(yj , yn) have period 2 so, using again Theorem 2.7, we can assume that they also have
periodic type (1, 2). Hence, for each j ∈ {1, . . . , n−2}, the points (xj , xn−1) and (yj , yn−1)
are distinct fixed points (since xn−1 = 0 and yn−1 = 1), so by the 2-dimensional case we can
assume that xj = yj = 0 for all j ∈ {1, . . . , n−2}. Finally, (xn−1, xn) and (yn−1, yn) are in
different 2-cycles so we can assume that xn = yn and xn−1 = 0, yn−1 = 1. Hence, it remains
to exchange the periodic points of the form zi = (0, . . . , 0, xn) and z′i = (0, . . . , 0, 1, xn)
while leaving all other finitely many marked cycles unchanged. In order to do this, we
cannot apply Proposition 2.3 directly. However, we give an argument that combines ideas
from Proposition 2.3 and Proposition 2.6. Certain details are identical to the ones that
appear in the proofs of the aforementioned propositions and therefore are described very
briefly.

Same as in the proof of Proposition 2.6, let gε ∈ P1
d(pmax) be a polynomial with a

fixed point at zero and an almost parabolic 2-cycle located ε-close to zero. Let g0 be the
limiting map, for which 0 is a parabolic fixed point with multiplier −1. Note that for any
sufficiently small ε ≥ 0, the map gε has no other periodic points of period ≤ pmax in a
fixed neighborhood of zero.

Let
[0, 1] 3 t 7→ c(t) ∈ C with c(0) = c(1) = 0

be a loop such that the corresponding loop [0, 1] 3 t 7→ wd + c(t) in the space of one-
dimensional polynomials exchanges the fixed points 0 and 1, leaving all other periodic
points of period ≤ pmax unchanged.

Consider a linear form h(w1, . . . , wn−2, wn) that is not equal to zero for any input
(w1, . . . , wn−2, wn), such that at least one coordinate of (w1, . . . , wn−2, wn) is not equal to
zero, and there exists wn−1 ∈ C, such that (w1, . . . , wn−2, wn−1, wn) is a periodic point for

(z1, . . . , zn) 7→ (zd1 , . . . , z
d
n−1, g0(zn))

with period ≤ 2pmax.
Finally, we construct a family of loops [0, 1] 3 t 7→ Ft,ε,α ∈ Pnd (pmax), parameterized by

α and ε, where

Ft,ε,α(w1, . . . , wn) = (wd1 , . . . , w
d
n−2, w

d
n−1 + αh(w1, . . . , wn−2, wn) + c(t), gε(wn)).

A path γ that connects F0 with F0,ε,α can be chosen so that it takes the 2-periodic points
(0, . . . , 0, xn) and (0, . . . , 1, xn) to respective almost parabolic points (0, . . . , 0, x̂n) and
(0, . . . , 1, x̂n). Finally, using Lemma 2.2 as in the proofs of Propositions 2.3 and 2.6, one can
select a sufficiently small ε > 0 and a sufficiently large α > 0, such that the loop t 7→ Ft,ε,α
exchanges the points (0, . . . , 0, x̂n) and (0, . . . , 1, x̂n) while leaving all other periodic points
(w1, . . . , wn) of periods ≤ pmax unchanged, provided that at least one of the coordinates
w1, . . . , wn−2 is nonzero or |wn| > ε. Thus, the only “undesired” permutation, generated
by this loop, will be the permutation of the fixed points (0, . . . , 0, 0) and (0, . . . , 1, 0). We
can reverse this permutation by applying the first part of the proof (i.e., the case, when
the period is not equal to 2). �

2.4. Extension of Theorem 1.6 to the space Endd(Pn). Next, we extend in Theo-
rem 2.8 the result of Theorem 1.6 to the space Endd(Pn) of degree d endomorphims of
Pn.

Exactly as above, for any n ≥ 2, d ≥ 2, N ≥ 1 and p = (p1, . . . , pN ) ∈ ZN>0, we define
Y n
d,p as the closure of

Ỹ n
d,p =

(f, z1, . . . , zN ) ∈ Endd(Pn)× (Pn)N ;
zi is a non-parabolic periodic

point of exact period pi of f and no
two zj are in the same orbit of f

 .
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Theorem 2.8. For all n,N ≥ 1, d ≥ 2 and p = (p1, . . . , pN ) ∈ ZN>0, the action by
monodromy of Y n

d,p → Endd(Pn) on its fibers is transitive. In particular Y n
d,p is irreducible.

Proof. Again, let (F0, z1, . . . , zN ) be in Y n
d,p, pmax = max{p1, . . . , pN} and let z′i be another

pi-periodic point of F0, that is not in the cycle of zj when j 6= i. If both zi and z′i are in
Cn, then we can complete the proof by using the loop in Pnd (pmax) given by Theorem 1.6.
For the general case, since the loop we consider in the proof of Theorem 1.6 acts trivially
on periodic points at infinity (see Remark 2.4), it is enough to find a loop γ in the space of
endomorphisms of Pn such that the analytic continuations of zi, z′i and all other marked
points zj are well defined along γ, and in particular, analytic continuations of zi and
z′i are both in Cn. Then the loop γδγ−1 with the appropriate δ given by Theorem 1.6,
provides the required permutation of the periodic points. Actually, using the monodromy
in Pnd (pmax), it is enough to consider the case when zi ∈ Cn with only non-zero coordinates
and z′i is a point at infinity.

Thus, if the hyperplane at infinity corresponds to {[x0 : . . . : xn] ∈ Pn ; x0 = 0} then we
can assume that zi = [y0 : · · · : yn] and z′i = [y′0 : · · · : y′n] with |yj | = 1 for all 0 ≤ j ≤ n
and y′0 = 0. As z′i has at least one non-zero coordinate, we can assume without loss of
generality that y′1 6= 0. For each t ∈ C \ {1/2}, define φt ∈ Aut(Pn) by

φt[x0 : · · · : xn] = [(1− t)x0 + tx1 : tx0 + (1− t)x1 : x2 : · · · : xn].

From this, if γ̃ is a path in C\{1/2} between 0 and 1 then, using the fact that F0 commutes
with φ1, we obtain that

Ft := φγ̃(t) ◦ F0 ◦ φ−1
γ̃(t)

defined a loop γ in the space of non-parabolic endomorphisms of Pn. And, it is easy
to see that the analytic continuations of zi and z′i end at [y1 : y0 : y2 : · · · : yn] and
[y′1 : y′0 : y′2 : · · · : y′n] respectively, thus, both are in Cn. �

2.5. Proof of Theorem 1.7. In the remaining part of this section we extend the result
of Theorem 1.6 to give a proof of Theorem 1.7 in both cases, Pnd and Endd(Pn). Due to
Theorem 1.6, it remains to obtain permutations of the eigendirections. The idea is to find a
loop around the locus where a specific periodic cycle has a differential with a Jordan block.
Here again, the main difficulty is to accomplish this while leaving the eigendirections of
any predetermined finite set of periodic cycles unchanged.

Given a positive integer pmax ≥ 1, consider a Zariski open subset P̃nd (pmax) ⊂ Pnd (pmax)
of Pnd (pmax) that consists of all the maps whose cycles of period less than or equal to pmax

all have distinct eigenvalues that are not equal to 1. The conditions on the eigenvalues
ensure that any eigendirection of any periodic point of period ≤ pmax can be analytically
continued along any path in P̃nd (pmax). Note that the map F0 that was used as a base

point for the loops in the proof of Theorem 1.6, is not contained in P̃nd (pmax). The latter
is also a source of minor technical difficulties in the proof of Theorem 1.1 (see Section 1.4).

Remark 2.9. Observe that, except in Theorem 2.8, we had only used paths in skew-product
maps (with n− 1 independent coordinates). This can no longer be the case here because
these maps have n − 1 privileged eigendirections that stay unchanged along any loop in
such skew products. Moreover, the loops in Theorem 2.8 are conjugated to loops used in
Theorem 1.6. Thus, so far, all the paths we considered, whenever they lie in P̃nd (pmax),
act trivially on the eigendirections.

We first address the two-dimensional case. In what follows, we will consider loops of
the form [0, 1] 3 t 7→ Ft,ε,α, defined by

Gt,ε,α : (x, y) 7→ (f(x) + εe2iπty, g(y) + αx),

where ε > 0 is small and α > 0 is large. We will see in Proposition 2.10 that if 0 is a
fixed point of f with θ := f ′(0) non-zero and if y0 is a p-periodic point of g such that
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(gp)′(y0) = θp then the loop above exchanges the two eigendirections associated to the
particular p-periodic point that is close to the periodic point (0, y0) of (x, y) 7→ (f(x), g(y)).
To guarantee that the loop does not induce “undesired” exchanges of either periodic points
or their eigendirections, we first carefully choose the map g, and then the constants α and
ε.

For c ∈ C, we consider the unicritical polynomial gc : z 7→ zd + c. Let p be a positive
integer and let c1 ∈ C be such that 0 is a p-periodic point of gc1 . For r > 0 small enough and
c ∈ D(c1, r), gc has a p-periodic point y(c) close to 0 = y(c1), depending holomorphically
on c, such that λ(c) := (gpc )′(y(c)) 6= 0 if c 6= c1. For c ∈ D(c1, r) and 0 ≤ j ≤ p − 1,

define also aj(c) := g′c(g
j
c(y(c))). Observe that, since the unique critical point of gc is 0,

for 1 ≤ j ≤ p − 1, aj(c1) := g′c1(gjc1(0)) 6= 0. In particular, if R > 0 is fixed then for c
sufficiently close to c1, no θ ∈ C satisfying θp = λ(c) is a root of a polynomial of the form

(2) Xp−1 +

p−2∑
j=1

bjX
j +

p−1∏
j=1

aj(c),

where |bj | < R for 1 ≤ j ≤ p− 2. In what follows, we fix such c 6= c1 for

R = sup{1 + |aj(c′)| ; 0 ≤ j ≤ p− 1, c′ ∈ D(c1, r)}p.

From that we define g := gc, λ := λ(c), y0 := y(c) and we choose f ∈ P1
d without parabolic

cycles and with a fixed point at 0 and such that θ := f ′(0) satisfies θp = λ.

Proposition 2.10. Let p, f and g be as above and let pmax ≥ p be an integer. If α > 0
is sufficiently large and ε > 0 sufficiently small, we have the following property. The loop
γ defined by

Gt(x, y) := (f(x) + εe2iπty, g(y) + αx)

for t ∈ [0, 1] is in P̃2
d(pmax). Moreover, if z ∈ C2 is a periodic point of G0 of period at

most pmax and v ∈ P1 is an eigendirection associated to z then

• the analytic continuation of z along γ is z,
• the analytic continuation of v along γ is v unless z is a point in the cycle com-

ing from the natural continuation of the cycle of the periodic point (0, y0) for
(x, y) 7→ (f(x), g(y) + αx). In this case, the action of γ exchanges v with the
second eigendirection.

Proof. By Lemma 2.2, there exists α > 0 such that if x̃ 6= 0 is a periodic point of f of
period l ≤ pmax then

h := hl−1 ◦ · · · ◦ h0 where hi(z) := g(z) + αf i(x̃)

is hyperbolic with an expanding constant larger than |(f l)′(x̃)| + 1. Hence, since f has
no parabolic cycles, an m-periodic point (x̃, ỹ) of H0 := (x, y) 7→ (f(x), g(y) + αx) with
m ≤ pmax and x̃ 6= 0 can be followed with its eigendirections in a small neighborhood of
H0. (Here, we use that Hm

0 (x̃, y) = (x̃, hr(y)) where m = rl.) The same statement also
holds for m-periodic points of the form (0, ỹ), where ỹ is not in the orbit of y0, since g is
unicritical and thus has a unique non-repelling cycle (the one that contains y0). Thus, the
only cycle which can be affected by a loop near H0 is the cycle through the point (0, y0).
As this cycle is attracting, it can also be followed locally so the only thing to prove is that
the loop γ in the statement swaps the eigendirections of this cycle.

Recall that θ := f ′(0) verifies θp = λ := (gp)′(y0). For 0 ≤ j ≤ p − 1, define aj :=

g′(gj(y0)) in such a way that λ =
∏p−1
j=0 aj and

D
Hj

0(0,y0)
H0 =

(
θ 0
α aj

)
and thus D(0,y0)(H

p
0 ) =

(
λ 0
αP λ

)
,
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where P = θp−1 +
∑p−2

j=1 bjθ
j +
∏p−1
j=1 aj with bj :=

∏p−1
i=j+1 ai. Observe that the choice of c

to define g(z) := zd + c ensures that θ is not a root of a polynomial of the form (2). Thus,
P 6= 0.

Now, for ε ∈ C define Hε : (x, y) 7→ (f(x) + εy, g(y) + αx) and denote by z(ε) = (xε, yε)
the analytic continuation of (0, y0) as a p-periodic point, when ε is small. By the previous
computation, there exist a constant Q ∈ C and holomorphic maps φi, 1 ≤ i ≤ 4, such that

D(xε,yε)(H
p
ε ) =

(
λ+ εφ1(ε) εQ+ ε2φ2(ε)
αP + εφ3(ε) λ+ εφ4(ε)

)
.

A simple computation gives that Q = θp−1 +
∑p−2

j=1 b̃jθ
j +

∏p−2
j=0 aj with b̃j :=

∏p−j−2
i=0 ai.

Given that θp = λ =
∏p−1
i=0 ai, we have that

θQ

a0
= θp−1 +

p−2∑
j=1

b̃′jθ
j +

p−1∏
j=1

aj with b̃′j =

p−j−1∏
i=1

ai.

Thus, the fact that θ is not a root of a polynomial of the form (2) ensures again that
Q 6= 0. Furthermore, the two eigenvalues of D(xε,yε)(H

p
ε ) are

2λ+ ε(φ1(ε) + φ4(ε))±
√

4εαPQ+ ε2φ5(ε)

2
,

where φ5(ε) = (φ1(ε) − φ4(ε))2 + 4(Qφ3(ε) + αPφ2(ε) + εφ2(ε)φ3(ε)). Since PQ 6= 0, if ε
describes a loop of index 1 around 0 in C∗, close enough to 0, then the same holds for
4εαPQ + ε2φ5(ε). Hence, such a loop exchanges the two branches of the square root, i.e.
it exchanges the two eigenvalues of D(xε,yε)(H

p
ε ) and thus the two eigendirections. �

Finally, we combine Proposition 2.10 with Theorem 1.6 and Theorem 2.8 to give a proof
of Theorem 1.7.

Theorem 2.11. For all n, d ≥ 2, N ≥ 1 and p = (p1, . . . , pN ) ∈ ZN>0, the action by
monodromy of Znd,p → Pnd on its fibers is transitive. In particular Znd,p is irreducible.

Moreover, the same holds for the corresponding space over Endd(Pn).

Proof. Define pmax := max{pi ; 1 ≤ i ≤ N}. We first fix 1 ≤ i ≤ N and take f, g and y0

as in Proposition 2.10 with p = pi. We then choose f1, . . . , fn ∈ P1
d for which 0 is a fixed

point and such that the spectra

S(h) := {λq | 1 ≤ q ≤ pmax, λ is the multiplier of a p-periodic point of h with p ≤ pmax}
are pairwise disjoint for h ∈ {f, f1, . . . , fn} and do not contain 1. This holds for a generic
choice of (f1, . . . , fn). It implies that the product map F : (x1, . . . , xn) 7→ (f1(x1), . . . , fn(xn))

is in P̃nd (pmax).
Now, let (F, ((zj ,vj))1≤j≤N ) be a point in Znd,p over F and recall that i has been

fixed above. Since F is a product map, the eigendirection vi corresponds to an axis
es := [0 : · · · : 0 : 1 : 0 : · · · : 0] with a 1 at the s-th coordinate. Let 1 ≤ r ≤ n be another

integer. By Theorem 1.6, to prove the statement it is enough to find a loop in P̃nd (pmax) at
F which exchanges (zi,vi) with (zi, er), leaving unchanged all the pairs (zj ,vj) for j 6= i.
This is what Proposition 2.10 provides when n = 2 but we have to pay attention to the
extra dimensions.

To simplify the notations, assume that s = 1 and r = 2. Using the assumption on the
spectra above and Lemma 2.2, if α > 0 is large enough then the p-periodic points of

G : (x1, . . . , xn) 7→ (g(x1) + αx2, f(x2), f3(x3), . . . , fn(xn))

with p ≤ pmax only have simple eigenvalues. Hence, by Theorem 1.6 and Remark 2.9, there
is a path in P̃nd (pmax) from F to G such that the analytic continuation of (zj ,vj) is (z′j ,vj)
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where z′i = (y0, 0, . . . , 0). Recall that y0 is a pi-periodic point for g as in Proposition 2.10
and that 0 is a fixed point for f and all fi. In order to only permute the direction of z′i,
we continue the deformation to

H : (x1, . . . , xn) 7→ (g(x1) + αx2 +
∑

3≤q≤n
βqx

2
q , f(x2), f3(x3), . . . , fn(xn)),

where 0 < β3 < · · · < βn are large constants obtained by induction using Lemma 2.2 in the
following way. For each 3 ≤ q ≤ n, let Rq > 1 be such that the annulusD(0, Rq)\D(0, R−1

q )
contains all the p-periodic points of fq, with p ≤ pmax, except 0. R2 is defined in the same

way using f. We set K2 := D(0, R2) \ D(0, R−1
2 ), Kq := D(0, R2

q) \ D(0, R−2
q ) and we

choose a constant C > 0 which largely dominates the derivative of f and of the fq on their
Julia sets. Then, β3 is given by Lemma 2.2 using the constant C and the compacts K2

and L2 := {g + l ; l ∈ D(0, αR2)}. By induction, βq is defined in the same way with Kq−1

and Lq−1 := {g + l ; l ∈ D(0, αR2 +
∑q−1

m=3 βmR
2
m)}. These choices ensure that if ε > 0 is

small enough then the loop [0, 1] 3 t 7→ Ht, where

Ht : (x1, . . . , xn) 7→ (g(x1) + αx2 +
∑

3≤q≤n
βqx

2
q , f(x2) + εe2iπtx1, f3(x3), . . . , fn(xn)),

acts trivially on (z′j ,vj) if the last n − 2 coordinates of z′j are not simultaneously equal

to 0. Moreover, since the coordinates xq are squared, if the last n − 2 coordinates of z′j
vanish then the action of the loop on such points z′j is the same as the one described in

Proposition 2.10, i.e., it only exchanges (z′i, e1) with (z′i, e2). This concludes the proof over
Pnd .

The case of Endd(Pn) follows in the same way using the arguments from the proof of
Theorem 2.8. �

3. The diagonal entries of the Jacobian and the eigenvalue maps

We recall that for a positive integer pmax > 0, the set Pnd (pmax) ⊂ Pnd is the Zariski
open subset of Pnd that consists of all maps whose cycles of period less than or equal to
pmax don’t have eigenvalues that are equal 1. We also consider a Zariski open subset
P̃nd (pmax) ⊂ Pnd (pmax) of Pnd (pmax) that consists of all the maps whose cycles of period less
or equal than pmax all have distinct eigenvalues that are not equal to 1. The assumptions
on the eigenvalues ensure that each periodic point of period less or equal than pmax can be
followed locally and analytically in Pnd (pmax), and every eigenvalue of such a point can be

followed locally and analytically in the smaller subset P̃nd (pmax). Analytic continuation of

either a periodic point or its eigenvalue is then well defined over Pnd (pmax) and P̃nd (pmax)
respectively and results in a (multiple valued) algebraic function.

More specifically, for a map G0 ∈ Pnd (pmax) and a periodic point w0 ∈ Cn of G0 with
period p ≤ pmax, there exists a neighborhood U ⊂ Pnd (pmax) of G0, such that analytic
continuation of the periodic point w0 is well defined in U and results in an analytic (single
valued) map U 3 G 7→ w(G) with w(G0) = w0.

For each index k = 1, . . . , n, one can consider an analytic function

ρk,w0 : U → C,

defined as the k-th diagonal entry of the Jacobian matrix DGp evaluated at the point
w(G). Furthermore, if a neighborhood Ũ ⊂ U is simply connected and contained in

P̃nd (pmax), G0 ∈ Ũ , and λ0 ∈ C is an eigenvalue of the Jacobian matrix DGp0, then the
analytic continuation of this eigenvalue is well defined and gives an analytic map

λ : Ũ → C

defined (and single valued) in the neighborhood Ũ and satisfying λ(G0) = λ0.
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A natural choice of local coordinates in U can be described as follows. For each index
m = 1, . . . , n, let em denote the m-th coordinate unit vector in Cn. For a multi-index
I = (i1, . . . , in) and an index m ∈ {1, . . . , n}, let zI denote

zI = zi11 . . . zinn and define

Pm,I : Cn → Cn by Pm,I(z) = zIem.

If Ind is the set of multi-indices I, for which Pm,I ∈ Pnd , then all polynomials

{Pm,I | I ∈ Ind , 1 ≤ m ≤ n}
form a local basis at any point of U . Thus, for each I ∈ Ind , 1 ≤ m ≤ n we can consider the
directional derivative operator ∂m,I in the direction of the polynomial Pm,I . In particular,
for each G ∈ U , we define

(3) ∂m,Iρk,w0(G) :=
d

dt

∣∣∣∣
t=0

ρk,w0(G+ tPm,I),

and for each G ∈ Ũ , we define

(4) ∂m,Iλ(G) :=
d

dt

∣∣∣∣
t=0

λ(G+ tPm,I).

Remark 3.1. Note that the derivatives (3) and (4) are well defined even when the multi-
index I does not belong to Ind (i.e., I can have components greater than d). It will be
assumed in all subsequent statements involving the above derivatives that the multi-index
I does not necessarily belong to Ind , unless stated otherwise.

Next, consider a restricted class of maps that consist of all polynomials of the form

Fc(z1, . . . , zn) = (zd1 + c1, z
d
2 + c2, . . . , z

d
n + cn),

indexed by the vectors c = (c1, . . . , cn) ∈ Cn. Let And ⊂ Pnd be the set of all such maps,
i.e.

And = {Fc | c ∈ Cn}.
For each pmax ≥ 1 we also introduce the sets

And (pmax) := And ∩ Pnd (pmax) and

Ãnd (pmax) := And ∩ P̃nd (pmax).

Lemma 3.2. (1) The sets And (pmax) and Ãnd (pmax) satisfy Ãnd (pmax) ⊂ And (pmax) and are
Zariski open in And , for any integer pmax ≥ 1.

(2) Given a periodic point w0 of G0 ∈ Ãnd (pmax) and an eigenvalue map λ as above,

defined in a neighborhood Ũ of G0 in P̃nd (pmax), there exists an index k ∈ {1, . . . , n}, such
that the following holds:

• λ ≡ ρk,w0 on Ũ ∩ Ãnd (pmax);

• for any m = 1, . . . , n and any multi-index I, we have ∂m,Iλ ≡ ∂m,Iρk,w0 on Ũ ∩
Ãnd (pmax).

Proof. The Jacobian matrix of any G ∈ And at any periodic point of period p is diago-
nal; the elements on the diagonal of Gp (i.e., the eigenvalues) are the multipliers of the
corresponding periodic points for the one-dimensional maps z 7→ zd + ck. By changing
the constants c1, . . . , cn, one can change these multipliers independently from each other,
hence, the sets And (pmax) and Ãnd (pmax) are complements of the union of finitely many
codimension 1 algebraic subsets. This proves (1).

Assume, G ∈ Ũ ∩ Ãnd (pmax) and the marked periodic point w = w(G) has period p.
Given a polynomial Pm,I define a local one-parameter family of maps Gt := G + tPm,I ,
parameterized by t ∈ (C, 0). According to the Implicit Function Theorem, the periodic
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point w(Gt) and the Jacobian matrix Jt of Gpt at w(Gt) are well defined for t close to
zero. Due to the skew product structure of the maps Gt, it is not difficult to check that
Jt is a matrix whose only nonzero elements are located either on the diagonal, or in the
m-th row. The eigenvalues of such a matrix are the diagonal elements, which immediately
implies the statement of part (2). �

4. Partial derivatives of the maps ρk,w0

Consider the map F0 ∈ Pnd defined by

F0(z1, . . . , zn) = (zd1 , . . . , z
d
n).

For any pmax ≥ 1, the map F0 belongs to the difference And (pmax)\Ãnd (pmax) since it does
not have multiple periodic points, but has fixed points and cycles with equal eigenvalues.

For any periodic point w0 of F0 with period p ≤ pmax, there exists a neighborhood
U ⊂ Pnd (pmax), such that for any index k = 1, . . . , n, the map ρk,w0 is well defined and
analytic in U .

Given a multi-index I = (i1, . . . , in) as above, let Ik denote the multi-index, obtained
from I by changing ik to 0. That is,

(5) Ik = (i1, . . . , ik−1, 0, ik+1, . . . , in).

The main technical result of this section is the following lemma.

Lemma 4.1. Assume that in the above notation, none of the coordinates of a periodic
point w0 = (w1, . . . , wn) ∈ Cn are equal to zero. Let p be the period of w0. Then for any
multi-index I = (i1, . . . , in) and any k,m ∈ {1, . . . , n}, the following holds:

∂m,Iρk,w0(F0) =

{
0 if m 6= k

(ikd
p−1 − dp)

∑p−1
i=0 (wIk

0 )d
i
w
di(ik−d)
k if m = k.

Proof. If m 6= k then the lemma is obvious since in this case ρk,w0 is constant along the
family of maps Ft = F0 + tPm,I . Thus, we focus only on the case when m = k.

Let (w0(t),w1(t), . . . ) be a periodic orbit of the polynomial Ft = F0+tPk,I with wi(t) =
wi+p(t) for all integers i and w0(0) = w0. For each index i ∈ N and t ∈ (C, 0), we
write wi(t) = (wi,1(t), . . . , wi,n(t)) ∈ Cn. To simplify the notation, we will abbreviate
wi = wi(0) and wi,s = wi,s(0).

First we will compute the derivatives
dwi,s(t)
dt

∣∣∣
t=0

. We note that

dwi,s(t)

dt

∣∣∣∣
t=0

= 0 for all s 6= k.

For s = k, since wi+1,k(t) = (wi,k(t))
d + t(wi(t))

I , we have

dwi+1,k(t)

dt

∣∣∣∣
t=0

= dwd−1
i,k

dwi,k
dt

(0) + wI
i .

Since w′i,k(t) = w′i+p,k(t), from the previous equality it follows that

dwi,k(t)

dt

∣∣∣∣
t=0

=

∑p−1
s=0 wI

i+s

∏p−1
r=s+1

(
dwd−1

i+r,k

)
1−

∏p−1
s=0

(
dwd−1

i+s,k

) .

Now we recall that wi+s,k = wd
s

i,k and wd
p

i,k = wi,k, since wi,k is a periodic point of z 7→ zd.

Since w0,k 6= 0, we know that wi,k 6= 0 for all i ∈ N, hence wd
p−1
i,k = 1. Using this we get

dwi,k(t)

dt

∣∣∣∣
t=0

=

∑p−1
s=0(wI

i )
ds
∏p−1
r=s+1 dw

dr+1−dr
i,k

1− dp
=

∑p−1
s=0 d

p−s−1wd
p−ds+1

i,k (wI
i )
ds

1− dp
=
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wi,k
∑p−1

s=0 d
p−s−1w−d

s+1

i,k (wI
i )
ds

1− dp
=
wd

i

0,k

∑p−1
s=0 d

p−s−1w−d
s+i+1

0,k (wI
0)d

s+i

1− dp
.

Now we can compute ∂k,Iρk,w0(F0). Observe that, using the definition of Ik as in (5), if

ft,j(z) = zd + tzik(wIk
0 )d

j
, then

ρk,w0(Ft) = f ′t,0(w0,k(t))f
′
t,1(w1,k(t)) . . . f

′
t,p−1(wp−1,k(t)),

and by the derivative of a product formula we have

∂k,Iρk,w0(F0) = ρk,w0(F0)

p−1∑
i=0

f ′′0,i(wi,k)
dwi,k(t)

dt

∣∣∣
t=0

+ ikw
ik−1
i,k (wIk

0 )d
i

f ′0,i(wi,k)
=

dp
p−1∑
i=0

d(d− 1)wd−2
i,k

dwi,k(t)
dt

∣∣∣
t=0

+ ikw
ik−1
i,k (wIk

0 )d
i

dwd−1
i,k

=

dp
p−1∑
i=0

d(d− 1)w
di(d−2)
0,k · w

di

0,k

∑p−1
s=0 d

p−s−1w
ds+i(ik−d)
0,k (w

Ik
0 )d

s+i

1−dp + ikw
di(ik−1)
0,k (wIk

0 )d
i

dw
di(d−1)
0,k

=

dp−1

p−1∑
i=0

d(d− 1)
∑p−1

s=0 d
p−s−1w

ds+i(ik−d)
0,k (wIk

0 )d
s+i

1− dp
+ ikw

di(ik−d)
0,k (wIk

0 )d
i

 =

ikd
p−1

p−1∑
i=0

w
di(ik−d)
0,k (wIk

0 )d
i

+
dp(d− 1)

1− dp
p−1∑
s=0

dp−s−1
p−1∑
i=0

w
ds+i(ik−d)
0,k (wIk

0 )d
s+i
.

Since w0 is a periodic point of F0 of period p, it follows that the sum
∑p−1

i=0 w
ds+i(ik−d)
0,k (wIk

0 )d
s+i

is independent of s, and

p−1∑
i=0

w
ds+i(ik−d)
0,k (wIk

0 )d
s+i

=

p−1∑
i=0

w
di(ik−d)
0,k (wIk

0 )d
i
.

Hence,

∂k,Iρk,w0(F0) =

(
ikd

p−1 +
dp(d− 1)

1− dp
p−1∑
s=0

dp−s−1

)
p−1∑
i=0

w
di(ik−d)
0,k (wIk

0 )d
i

=

(ikd
p−1 − dp)

p−1∑
i=0

w
di(ik−d)
0,k (wIk

0 )d
i
.

We finish the proof by observing that w0,k = wk.
�

Recall that the dimension of the moduli space P̃nd is

nNd,n = n

[(
d+ n

n

)
− n− 1

]
.

Let P̂nd ⊂ Pnd be the space of maps

(6) (z1, . . . , zn) 7→ (f1(z1, . . . , zn), . . . , fn(z1, . . . , zn)),

where for each k = 1, . . . , n, the polynomial fk has a vanishing constant term, and contains
the monomial zdk with a constant coefficient 1 and all monomials zdj with j 6= k with a
constant coefficient 0.
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Note that dim P̂nd = nNd,n. For the fixed d and n, a multi-index I is called admissible,

if the map F0 +tPk,I belongs to P̂nd , for any t ∈ C. One can easily check that a multi-index
I = (i1, . . . , in) is admissible if and only if I 6= (0, 0, . . . , 0) and ij 6= d for any j = 1, . . . , n.

Lemma 4.2. Let n, k ≥ 1 be integers, such that k ≤ n, and let I = (i1, . . . , in) be an
admissible multi-index. Assume that w0 = (w1, . . . , wn) is any periodic point of period
p ≥ 1 for F0, such that wj 6= 0 for any j = 1, . . . , n. Then

∂k,Iρk,w0(F0) = w−d
p−1

k Qk,I(w0),

where Qk,I(z1, . . . , zn) is a polynomial with

degzj Qk,I = ijd
p−1, for j 6= k, and

degzk Qk,I =

{
(ik + 1)dp−1 − 1, for 0 ≤ ik ≤ d− 2

dp−1 − 1 for ik = d− 1.

Furthermore, if p ≥ 2, then for any two distinct admissible multi-indices I and I ′, the
polynomials Qk,I and Qk,I′ do not contain monomials that are proportional to each other.

Proof. We will write z for a vector (z1, . . . , zn) ∈ Cn. The existence of the polynomial
Qk,I follows immediately from Lemma 4.1 and the fact that wd

p

k = wk: if ik 6= d− 1, then

Qk,I(z) = (ikd
p−1 − dp)

(
(zIk)d

p−1
z
dp−1(ik+1)−1
k +

p−2∑
i=0

(zIk)d
i
z
di(ik−d)+dp−1

k

)
,

and if ik = d− 1, then

Qk,I(z) = −dp−1
p−1∑
i=0

(zIk)d
i
zd

p−1−di
k .

In both cases the corresponding degrees of the polynomials can be computed.
Finally, suppose that for two distinct admissible multi-indices I and I ′, the polynomials

Qk,I and Qk,I′ have proportional monomials. Then these monomials must be of the form

c(zIk)d
i
zjk and c′(zI

′
k)d

i′
zjk,

for some constants c, c′ ∈ C and some indices i, i′, j.
If Ik is not the zero vector, then since all elements of Ik are not greater than d − 1, it

follows that Ik = I ′k and i = i′. If i < p− 1, then j = di(ik− d) + dp−1 = di(i′k− d) + dp−1,
which implies that ik = i′k, so I = I ′, which is a contradiction. Now in the case i = p− 1
we conclude from the formulas for Qk,I that j = 0 if ik = d − 1 or j = dp−1(ik + 1) − 1
otherwise. Similar formulas hold when index j is expressed through i′k. Since p ≥ 2 and
ik < d, these formulas imply that ik = i′k, hence, I = I ′, which is a contradiction.

Finally, if Ik is the zero vector, then so is I ′k. In this case, since I and I ′ are admissible
multi-indices, both ik and i′k are strictly positive. This implies that if j ≥ 2dp−1− 1, then
j = dp−1(ik + 1) − 1 = dp−1(i′k + 1) − 1, hence, ik = i′k = d − 1, and I = I ′, which is a

contradiction. Otherwise, if j < 2dp−1− 1, then j = di(ik − d) + dp−1 = di
′
(i′k − d) + dp−1,

for some indices i and i′. Since 1 ≤ ik, i′k ≤ d− 1, it follows that i = i′ and ik = i′k, hence,
I = I ′, which is a contradiction. �

Remark 4.3. It follows from the proof that the requirement p ≥ 2 in the last part of the
lemma is essential.
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5. Independence of the maps ρk,w0 for selected periodic orbits

The main result of this section is Proposition 5.1, stated below.
For a fixed pair of integers d and n, let I denote the set of all admissible multi-indices.

Note that |I| = Nd,n. Let

I : {1, 2, . . . , Nd,n} → I
be any fixed bijection (enumeration of all admissible multi-indices).

Proposition 5.1. Given any finite sequence of integers

p1,1, . . . , p1,Nd,n , p2,1, . . . , p2,Nd,n , . . . , pn,1, . . . , pn,Nd,n ,

such that pk,j ≥ 4, for all pairs of k ∈ [1, n] and j ∈ [1, Nd,n], there exists a corresponding
finite sequence

w1,1, . . . ,w1,Nd,n ,w2,1, . . . ,w2,Nd,n , . . . ,wn,1, . . . ,wn,Nd,n ,

of periodic points of F0, belonging to distinct periodic orbits, and such that
(i) for each k ∈ {1, . . . , n} and j ∈ {1, . . . , Nd,n}, the period of wk,j is pk,j;
(ii) for each k ∈ {1, . . . , n}, the maps ρk,wk,1 , ρk,wk,2 , . . . , ρk,wk,Nd,n are locally indepen-

dent at F0. More specifically, the Jacobian matrix

Jk =


∂k,I(1)ρk,wk,1(F0) ∂k,I(2)ρk,wk,1(F0) . . . ∂k,I(Nd,n)ρk,wk,1(F0)

∂k,I(1)ρk,wk,2(F0) ∂k,I(2)ρk,wk,2(F0) . . . ∂k,I(Nd,n)ρk,wk,2(F0)

. . . . . . . . . . . .
∂k,I(1)ρk,wk,Nd,n (F0) ∂k,I(2)ρk,wk,Nd,n (F0) . . . ∂k,I(Nd,n)ρk,wk,Nd,n (F0)


has a nonzero determinant.

The proof of Proposition 5.1 will be based on two technical lemmas, stated and proved
below. First, we start with a definition:

Definition 5.2. For a positive integers s ∈ N, we say that a polynomial P (z1, . . . , zn) is
an s-polynomial if degzj P ≤ s, for any j = 1, 2, . . . , n.

Remark 5.3. Note that the polynomials Qk,I from Lemma 4.2 are (dp−dp−1)-polynomials.

Lemma 5.4. Assume, d and p are two integers such that d ≥ 2 and p ≥ 2. Then
for every non-identically zero (dp − dp−1)-polynomial P : Cn → C, there exist at least

(dp−1−d[p/2])(dp−1−1)n−1 periodic points w = (w1, . . . , wn) of period p for F0 ∈ Pnd , such
that w1w2 . . . wn 6= 0 and P (w) 6= 0.

Proof. Define the sets

Perp := {w ∈ C | w is a periodic point of period p for the map z 7→ zd}

Fixp := {w ∈ C | w 6= 0 and wd
p

= w}.
Note that since p > 1, we have 0 6∈ Perp. Since the map z 7→ zd has no multiple periodic
points, it follows that

|Fixp| = dp − 1 and |Perp| ≥ dp − d[p/2],

where the square brackets denote the integer part. (The second inequality follows imme-
diately from the formula dp =

∑
k|p |Perk|, where the summation is taken over all k ≥ 1

that divide p.) The set

S := Perp × (Fixp)
n−1 ⊂ Cn

consists of periodic points of period p for the map F0 and none of the coordinates of the
points from S are equal to zero. We will show that the set S contains the required number
of points at which the polynomial P does not vanish.
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Express P as a polynomial of n − 1 variables z2, z3, . . . , zn with coefficients from the
ring of polynomials of the remaining variable z1. Since P is not an identical zero, at least
one of these coefficients is not an identical zero as well. Let us call it q1(z1). Since P is
a dp − dp−1-polynomial, we have deg q1 ≤ dp − dp−1. Comparing it to the size of the set
Perp, we conclude that there exist at least dp−1 − d[p/2] elements of Perp at which the
polynomial q1 does not vanish. Let w1 ∈ Perp be any of such points. Then the polynomial
P1(z2, z3, . . . , zn) = P (w1, z2, z3, . . . , zn) is not an identical zero.

Next, we express P1 as a polynomial of n−2 variables z3, z4, . . . , zn with coefficients from
the ring of polynomials of the variable z2. Again, since P1 is not identically zero, there will
be a coefficient q2(z2) that is not an identical zero. Again, since P is a dp−dp−1-polynomial,
we have deg q2 ≤ dp−dp−1, and since |Fixp| = dp−1, there exist at least dp−1−1 elements
of Fixp at which the polynomial q2 does not vanish. If w2 ∈ Fixp is any of such points,
then one can consider the polynomial P2(z3, z4, . . . , zn) = P (w1, w2, z3, z4, . . . , zn) which
is not identically zero and proceed in a similar way for all remaining variables z3, . . . , zn.
As a result, it follows that there exist (dp−1− d[p/2])(dp−1− 1)n−1 elements of the set S at
which the polynomial P does not vanish. �

Lemma 5.5. For any p ≥ 4, d ≥ 2 and n ≥ 2, the following inequality holds:

pnNd,n < (dp−1 − d[p/2])(dp−1 − 1)n−1

Proof. Observe that

(7) pnNd,n < pn

(
d+ n

n

)
< pn(d+ 1)n−1d+ n

n
= p(d+ n)(d+ 1)n−1.

By direct computation one can verify that

d

dx
(d+ x)1/(x−1) < 0, when d ≥ 2 and x ≥ 2.

Thus, (d+ n)1/(n−1) ≤ d+ 2, and from (7) it follows that

pnNd,n < p[(d+ 2)(d+ 1)]n−1.

If p ≥ 5 or d ≥ 3, then (d+ 2)(d+ 1) ≤ dp−1 − 1, so

pnNd,n < p(dp−1 − 1)n−1 ≤ (dp−1 − d[p/2])(dp−1 − 1)n−1

as required.
In the remaining case p = 4, d = 2, the original inequality transforms into nN2,n < 7n−1.

When n = 2, this inequality can be verified by a direct computation. For n ≥ 3, we have

nN2,n < n

(
2 + n

n

)
< n · 3n−1 2 + n

n
= 3n−1(2 + n) < 7n−1,

which completes the proof. �

Proof of Proposition 5.1. In the proof we assume that n ≥ 2. The case n = 1 is fully
covered in [18].

For k = m ∈ {1, . . . , n} we assume that the periodic points wi,j with i < m are already
selected so that properties (i) and (ii) are satisfied. Now we will choose the periodic
points wm,1, . . . ,wm,Nd,n so that det Jm 6= 0. The proof will go by finite induction on the
second index (i.e., from 1 to Nd,n). The points wm,1, . . . ,wm,Nd,n will a posteriori belong
to distinct periodic orbits, since otherwise det Jm cannot be nonzero. An appropriate
counting argument will also imply that these points can be chosen so that they do not
belong to the periodic orbits, that were previously selected for the smaller values of k.

Fix k = m ∈ {1, . . . , n}. The base of the induction argument can be done as follows:
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observe that ∂m,I(1)ρm,wm,1(F0) is a (dpm,1−dpm,1−1)-polynomial when viewed as a poly-
nomial of the coordinates of the pm,1-periodic point wm,1. Hence, according to Lemma 5.4

there are at least (dpm,1−1 − d[pm,1/2])(dpm,1−1 − 1)n−1 choices for wm,1, such that

(8) ∂m,I(1)ρm,wm,1(F0) 6= 0.

On the other hand, the total number of previously selected periodic points wi,j of period
pm,1 together with the other points from their orbits does not exceed (m− 1)pm,1Nd,n ≤
(n− 1)pm,1Nd,n. Then Lemma 5.5 implies that one can select the point wm,1 so that (8)
still holds and wm,1 does not belong to the periodic orbits of wi,j with i < m.

Now we do the induction step. Assume that for j ∈ {1, . . . , Nd,n − 1}, the periodic
points wm,1, . . . ,wm,j are selected so that the matrix

Jm,j =


∂m,I(1)ρm,wm,1(F0) . . . ∂m,I(j)ρm,wm,1(F0)
∂m,I(1)ρm,wm,2(F0) . . . ∂m,I(j)ρm,wm,2(F0)

. . . . . . . . .
∂m,I(1)ρm,wm,j (F0) . . . ∂m,I(j)ρm,wm,j (F0)


has a nonzero determinant. Then, together with the second part of Lemma 4.2, this implies
that the co-factor expansion of det Jm,j+1 along the (j + 1)-st row is a non-identically
zero polynomial of the coordinates of the point wm,j+1. Furthermore, it follows from
Lemma 4.2 that this is a (dpm,j+1 − dpm,j+1−1)-polynomial, so exactly the same argument
as in the previous paragraph shows that one can select the periodic point wm,j+1 so that
det Jm,j+1 6= 0 and wm,j+1 does not belong to any of the previously selected periodic
orbits of the points wi,s with i < m. This completes the proof of the induction step, and
since Jm = Jm,Nd,n , the proposition follows. �

Remark 5.6. For the proof of Proposition 5.1, it is sufficient to use the inequality

(p− 1)nNd,n < (dp−1 − d[p/2])(dp−1 − 1)n−1

which is weaker than the one from Lemma 5.5. We will need the inequality from Lemma 5.5
for the proof of Proposition 6.3 below which is required for establishing Theorem 1.2.

6. Proof of Theorem 1.1 and Theorem 1.2

6.1. Polynomial case.

Proof of Proposition 1.8. Given a finite sequence of periods p1, . . . , pnNd,n ≥ 4, let

w1,1, . . . ,w1,Nd,n ,w2,1, . . . ,w2,Nd,n , . . . ,wn,1, . . . ,wn,Nd,n ,

be the corresponding finite sequence of periodic points provided by Proposition 5.1. Con-
sider the corresponding functions

(9) ρ1,w1,1 , . . . , ρ1,w1,Nd,n
, ρ2,w2,1 , . . . , ρ2,w2,Nd,n

, . . . , ρn,wn,1 , . . . , ρn,wn,Nd,n .

It follows from Proposition 5.1 that these functions are locally independent at F0. Indeed,
according to Lemma 4.1, the Jacobian matrix for these functions is block-diagonal with
blocks J1, . . . , Jn as in Proposition 5.1. Since according to the same proposition, each
block has a non-zero determinant, the same also holds for the whole Jacobian matrix.

Note that F0 ∈ And (pmax) \ Ãnd (pmax), where pmax = max1≤j≤nNd,n{pj}, so according to

part (1) of Lemma 3.2, there exist maps in Ãnd (pmax) arbitrarily close to F0. At the same
time, part (2) of Lemma 3.2 implies that the Jacobian matrix of the functions (9) coincides

on Ãnd (pmax) with the Jacobian matrix of some eigenvalue functions of the same periodic
orbits. Now, by continuity of the partial derivatives, it follows that these eigenvalue
functions will be locally independent at a map F ∈ Ãnd (pmax) sufficiently close to F0. �

Proof of Theorem 1.1. On Pnd , the theorem follows directly from Theorem 1.7 and Propo-
sition 1.8 exactly as discussed in Section 1.4. �
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6.2. The case of endomorphisms of Pn. The proof of Theorem 1.2 follows the same
approach as the proof of Theorem 1.1. Below we outline the key differences in the proofs.

We use the standard homogeneous coordinates [z0 : z1 : . . . : zn] in Pn. The subset
{[z0 : . . . : zn] ∈ Pn | z0 6= 0} is naturally identified with Cn via the projection

[z0 : z1 : . . . : zn] 7→ (z1/z0, z2/z0, . . . , zn/z0) ∈ Cn

to the affine chart.
To every multi-index I = (i1, . . . , in) ∈ Zn≥0 with |I| =

∑n
j=1 ij ≤ d, we can associate

a unique multi-index Ĩ = (i0, i1, . . . , in) ∈ Zn+1
≥0 with |Ĩ| :=

∑n
j=0 ij = d. A multi-index Ĩ

respectively determines I. As before, zI and z̃Ĩ will denote

zI = zi11 . . . zinn and z̃Ĩ = zi00 z
i1
1 . . . zinn .

Similarly, we can consider the monomials

Pm,I(z) = zIem, for m = 1, . . . , n, and

Pm,Ĩ(z̃) = z̃Ĩem, for m = 0, . . . , n.

Let Ĩnd denote the set of all multi-indices Ĩ = (i0, i1, . . . , in) ∈ Zn+1
≥0 with |Ĩ| = d. Then

all monomials

{Pm,Ĩ | Ĩ ∈ Ĩ
n
d , 0 ≤ m ≤ n}

form a local basis at any point of Endd(Pn).
Each map F ∈ Pnd can be naturally viewed as an element of Endd(Pn) by the standard

extension to F̃ : Pn → Pn via homogenization. Then for each m 6= 0, a perturbation
F̃ + tPm,Ĩ can be viewed in the affine chart as F + tPm,I for the corresponding multi-index

I. If m = 0, and

F̃ ([z0 : . . . : zn]) = [zd0 : f1(z0, z) : . . . : fn(z0, z)],

then the perturbation F̃ + tP0,Ĩ is represented in the affine chart as

Ft(z) =

(
f1(1, z)

1 + tzI
, . . . ,

fn(1, z)

1 + tzI

)
.

If a periodic point w̃0 of F̃ is finite (i.e., can be covered by the affine chart), then
by passing to the affine chart, one can define the eigenvalue functions λ and the maps
ρk,w̃0 , k = 1, . . . , n on a neighborhood of F̃ in Endd(Pn) in exactly the same way as in
the polynomial case (c.f., Section 3). Similarly, one can use the affine chart to define the

partial derivative operator ∂m,Ĩ on these functions for every Ĩ ∈ Ĩnd and m = 0, . . . , n.

Note that the map F0 extends via homogenization to a degree d endomorphism F̃0 of
Pn:

F̃0([z0 : z1 : . . . : zn]) = [zd0 : zd1 : . . . : zdn].

Next, we state a version of Lemma 4.1 for the space Endd(Pn).

Lemma 6.1. Assume that in the above notation, none of the coordinates of a periodic
point w̃0 = [1: w1 : . . . : wn] ∈ Pn of F̃0 are equal to zero. Let p be the period of w̃0

and define w0 := (w1, . . . , wn) ∈ Cn. Then for any multi-index Ĩ = (i0, . . . , in), any
k ∈ {1, . . . , n} and any m ∈ {0, . . . , n}, the following holds:

∂m,Ĩρk,w̃0(F̃0) =


0 if m 6= 0 and m 6= k

(ikd
p−1 − dp)

∑p−1
i=0 (wIk

0 )d
i
w
di(ik−d)
k if m 6= 0 and m = k

−ikdp−1
∑p−1

i=0 (wI
0)d

i
if m = 0.
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Proof. The first two lines in the above formula for the partial derivatives ∂m,Ĩρk,w̃0(F̃0)

comes directly from Lemma 4.1. For the third line, if m = 0, then the corresponding
perturbation of F̃0 can be written in the affine chart as

(10) F0,t(z) =

(
zd1

1 + tzI
, . . . ,

zdn
1 + tzI

)
= (zd1 − tzd1zI , zd2 − tzd2zI , . . . , zdn − tzdnzI) + o(t),

where o(t) denotes the higher order terms in t. Then, applying Lemma 4.1 to the latter

expression yields the formula for ∂m,Ĩρk,w̃0(F̃0) in the case when m = 0. �

Similarly to the polynomial case, we say that a multi-index Ĩ = (i0, . . . , in) is admissible
if ij 6= d for any j = 0, . . . , n. Below we state the new version of Lemma 4.2.

Lemma 6.2. Under the conditions of Lemma 6.1, assume that p ≥ 3 and the multi-index
Ĩ is admissible. Then

∂m,Ĩρk,w̃0(F̃0) = w−d
p−1

k Qm,k,Ĩ(w0),

where Qm,k,Ĩ(z1, . . . , zn) is a polynomial, such that

(i) Qm,k,Ĩ is identically zero if and only if either 0 < m 6= k or m = 0 and ik = 0;

(ii) if d = 2, m = 0, ik = 1 and j = k, then

degzk Q0,k,Ĩ = dp − dp−2.

In all remaining cases, we have

degzj Qm,k,Ĩ ≤ d
p − dp−1.

Furthermore, for any k = 1, . . . , n and any two distinct pairs (m, Ĩ) and (m′, Ĩ ′), where

Ĩ and Ĩ ′ are admissible multi-indices and 0 ≤ m,m′ ≤ n, the polynomials Qm,k,Ĩ and

Qm′,k,Ĩ′ do not contain monomials that are proportional to each other.

Proof. The existence of the polynomial Qm,k,Ĩ for m 6= 0 is proven in Lemma 4.2. Now if

m = 0, then, using Lemma 6.1 and the fact that wd
p

k = wk, we obtain that if ik 6= d − 1,
then

Q0,k,Ĩ(z) = −ikdp−1
p−1∑
i=0

(zIk)d
i
zikd

i+dp−1

k ,

and if ik = d− 1, then

Q0,k,Ĩ(z) = −ikdp−1

(
(zIk)d

p−1
zk +

p−2∑
i=0

(zIk)d
i
z

(d−1)di+dp−1

k

)
.

In both cases the corresponding degrees of the polynomials can be computed.
To compare the components of the polynomials Qm,k,Ĩ and Qm′,k,Ĩ′ , we first observe that

if m,m′ > 0, then both polynomials are non-identically zero precisely when m = m′ = k,
in which case the statement follows from the corresponding statement of Lemma 4.2.

Now we consider the remaining two cases:
(1) If m = m′ = 0, then it follows from the above formulas for Q0,k,Ĩ that from each

monomial of Qm,k,Ĩ , one can uniquely express both ik and Ik, hence, also the multi-index

I. The latter implies that two polynomials Q0,k,Ĩ and Q0,k,Ĩ′ with Ĩ 6= Ĩ ′ cannot have

proportional monomials.
(2) Finally, assume that m = 0 and m′ 6= 0. Then m′ = k, since otherwise Qm′,k,Ĩ′

is identically zero, and one can see that the polynomials Q0,k,Ĩ and Qk,k,Ĩ′ have no pro-

portional terms by comparing the degrees of zk in each term of the polynomials (c.f.,
Proposition 4.4 from [17]).

�
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Finally, we state a new version of Proposition 5.1. Similarly to the polynomial case, for
a fixed pair of integers d and n, let Ĩ denote the set of all admissible multi-indices Ĩ. Let

Ĩ : {1, 2, . . . , Nd,n} → Ĩ
be any fixed bijection (enumeration of all admissible multi-indices).

Proposition 6.3. Assume that n, d ≥ 2 and consider any finite sequence of integers

p0,1, . . . , p0,Nd,n , p1,1, . . . , p1,Nd,n , . . . , pn,1, . . . , pn,Nd,n ,

such that for all pairs of k ∈ [0, n] and j ∈ [1, Nd,n] the following holds: pk,j ≥ 5 if d = 2
and n = 2, and pk,j ≥ 4 if d ≥ 3 or n ≥ 3. Then there exists a corresponding finite
sequence

w̃0,1, . . . , w̃0,Nd,n , w̃1,1, . . . , w̃1,Nd,n , . . . , w̃n,1, . . . , w̃n,Nd,n ,

of periodic points of F̃0, belonging to distinct periodic orbits, and a choice of indices
k1, . . . , kNd,n ∈ [1, n], such that

(i) for each k ∈ {0, . . . , n} and j ∈ {1, . . . , Nd,n}, the period of w̃k,j is pk,j;
(ii) the maps ρk1,w̃0,1 , . . . , ρkNd,n ,w̃0,Nd,n

, ρ1,w̃1,1 , . . . , ρ1,w̃k,Nd,n
, . . . , ρn,w̃n,1 , . . . , ρn,w̃n,Nd,n

are locally independent at F̃0 in Endd(Pn).

Proof. We will select each kj so that Ĩ(j) has a nonzero entry in the kj-th position.
According to Lemma 6.1, this guarantees that the polynomials ∂0,Ĩ(j)ρkj ,w̃0,j

(F0) are not

identically zero for all j = 1, . . . , Nd,n.
The Jacobian matrix of the maps

ρk1,w̃0,1 , . . . , ρkNd,n ,w̃0,Nd,n
, ρ1,w̃1,1 , . . . , ρ1,w̃k,Nd,n

, . . . , ρn,w̃n,1 , . . . , ρn,w̃n,Nd,n

is no longer block diagonal, which is why the proposition is formulated for the whole
Jacobian matrix rather than for each block as in the polynomial case covered by Propo-
sition 5.1. (The sub-matrix, obtained by removing the first Nd,n rows and columns will
be block diagonal and will coincide with the Jacobian matrix from the polynomial case.)
Nevertheless, exactly the same proof as the one for Proposition 5.1 works here as well with
the exception that due to part (ii) of Lemma 6.2, for d = 2, instead of the inequality from
Lemma 5.5, we have to use a weaker inequality

pnNd,n < (dp−1 − d[p/2])(dp−1 − 1)n−2(dp−2 − 1).

One can check that the latter inequality holds for d = 2, n = 2, p ≥ 5 and for d = 2,
n ≥ 3, p ≥ 4. (See also Remark 5.6.) We leave the remaining details to the reader. �

Proof of Theorem 1.2. For n = 1, Theorem 1.2 is a special case of a more general re-
sult [17]. To complete the proof of Theorem 1.2 for n ≥ 2, we observe that the analogue of
Proposition 1.8 holds in the projective case as well. To prove it, one can repeat the proof
of Proposition 1.8, replacing Proposition 5.1 by the corresponding Proposition 6.3, and us-
ing (10) before applying Lemma 3.2. Then Theorem 1.2 follows directly from Theorem 1.7
exactly as discussed in Section 1.4. �

Proof of Corollary 1.5. Due to Theorem 1.2, it is enough to check that for p ≥ 4, the
number of p-cycles of a generic map from Endd(Pn) is at least as large as the dimension of
the moduli space Endd(Pn)/PGLn+1(C). The latter one is equal to (n + 1)Nd,n. On the
other hand, similarly to the proof of Lemma 5.4, one can estimate the number of p-cycles
from below by (dp−d[p/2])(dp−1)n−1/p. Thus, in order to prove the corollary, it is enough
to check that for all p ≥ 4, n ≥ 1 and d ≥ 2, the inequality

(11) p(n+ 1)Nd,n ≤ (dp − d[p/2])(dp − 1)n−1

holds.
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For n = 1, inequality (11) transforms into

2p(d− 1) ≤ dp − d[p/2]

which is easy to verify for p ≥ 4 and d ≥ 2.
For n ≥ 2 we have

p(n+ 1)Nd,n < p(n+ 1)(d+ 1)n.

Then one can check that

p(d+ 1) ≤ dp − d[p/2]

and

(n+ 1)(d+ 1)n−1 ≤ (3d+ 3)n−1 ≤ (dp − 1)n−1,

for p ≥ 4 and d ≥ 2. Combining the last three inequalities yields (11), and hence, completes
the proof of Corollary 1.5. �

7. Consequences about the bifurcation measure and the critical height

The main results of Gauthier-Taflin-Vigny in [15] were established for endomorphisms
of Pn in all dimensions n ≥ 2, but only in dimension n = 2 for polynomial endomorphisms
of Cn. The missing ingredient in higher dimensions in that case was the independence of
multipliers. Our initial goal in the article was to address this gap and extend the results
of [15] to Cn for all n ≥ 3. Using Theorem 1.1, we can deduce Corollary 1.3 and Corollary
1.4 from Section 3 and 4 and from Theorem 7.2 in [15] respectively. We now explain this
in more detail, starting by recalling classical results.

7.1. Dynamics of regular endomorphisms and Lyapunov exponents. The goal
here is to define the bifurcation measure on P̃nd and to state the Bedford-Jonsson formula
on Lyapunov exponents obtained in [3], mainly to be able to use [15, Theorem 7.2]. For
more details and precise references, we refer the reader to these articles.

Let d ≥ 2, n ≥ 2 and let f be a regular polynomial endomorphism of Cn. The Green
function of f is defined by

Gf (z) := lim
k→∞

d−k log+ ‖fk(z)‖.

This is a non-negative continuous plurisubharmonic function on Cn. From this, the Green
current of f is then given by Tf := ddcGf and its equilibrium measure is µf := Tnf . We

denote by L(f) the sum of all the Lyapunov exponents of µf and by Jn(f) its small Julia
set, i.e. Jn(f) := supp(µf ).

As f is regular, it extends as an endomorphism of Pn, for which the hyperplane H∞ at
infinity is totally invariant. The restriction f|H∞ also has an equilibrium measure and we
denote by L∞(f) the sum of its Lyapunov exponents. Bedford and Jonsson established a
formula connecting L(f), L∞(f) and the integration of the Green function with respect to
the critical measure of f. More precisely, if Critf denotes (the closure in Pn of) the critical
set of f in Cn then we set

µf,Crit := Tn−1
f ∧ [Critf ] and Gf,Crit :=

∫
Cn
Gfµf,Crit.

Then, [3, Theorem 3.2] stated that

(12) L(f) = log d+ L∞(f) +Gf,Crit.

The important fact for us is that each of these terms is invariant by conjugacy thus, if [f ]

denotes the class of f in P̃nd ,

L : [f ] 7→ L(f), L∞ : [f ] 7→ L∞(f) and GCrit : [f ] 7→ Gf,Crit

are well-defined. Moreover, they are plurisubharmonic [9] and continuous [2].



28 IGORS GORBOVICKIS AND JOHAN TAFLIN

If for simplicity we denote by N := nNd,n the dimension of P̃nd , then complex Monge-

Ampère µBif := (ddcL)N of L is the bifurcation measure introduced by Bassanelli-Berteloot
in [2].

A technical difficulty with the moduli space P̃nd is that its elements are classes and
several dynamical objects, such as the critical set, cannot be naturally associated to such
classes. To overcome this, we consider the space P̂nd ⊂ Pnd defined below (6) which has the

advantage that the projection π : P̂nd → P̃nd is a finite ramified cover. This holomorphic
family of mappings gives a global endomorphism

F : Pn × P̂nd → Pn × P̂nd
(z, f) 7→ (f(z), f).

Since each f ∈ P̂nd is a regular polynomial endomorphism of Cn, the critical set of F

decomposes as H∞ × P̂nd ∪ CritF where the fiber of CritF above f is exactly Critf .

The bifurcation measure in P̂nd is simply µ̂Bif := (ddcL ◦ π)N . We also defined µ̂pol
Bif :=

(ddcĜCrit)
N , where ĜCrit := GCrit ◦π. The equation (12) and the fact that L∞ is plurisub-

harmonic ensure that

(13) µ̂Bif ≥ µ̂pol
Bif .

We will apply [15, Theorem 7.2] when S = P̂nd , f = F and Y = CritF . The main
assumption then corresponds to

(14)

∫
P̂nd
ĜCritµ̂

pol
Bif > 0.

As we will see, on the open set Ω̂ where we will check this positivity, the inequality (13)
is actually an equality.

7.2. The support of the bifurcation measure has non-empty interior. Here, we
prove Corollary 1.3. Roughly speaking, the approach of Gauthier-Taflin-Vigny to obtain
a non-empty open subset in the support of the bifurcation measure in P̃nd is the following.

(1) Construct a robust heterodimensional cycle between a repelling hyperbolic set Λ
and a saddle fixed point p. More precisely, there exists a connected non-empty
open subset Ω of Pnd such that each f ∈ Ω has a repelling hyperbolic set Λ(f) and
a saddle fixed point p(f) with W s

p(f) ∩W
u
Λ(f) 6= ∅ and W u

p(f) ∩ Λ(f) 6= ∅. The

first condition is easily achieved robustly as W u
Λ(f) is an open subset of Cn, while

the latter requires more care and [15] used a mechanism called blender to obtain
it. Moreover, several other technical assumptions on Ω ⊂ Pnd are required (see
[15, Section 3]).

(2) If the projection Ω̃ of Ω in P̃nd does not intersect the interior of the support of the

bifurcation measure then Ω̃ contains in a dense way submanifolds M of positive
dimension with a special property denoted by (?) which implies that the eigenvalue
functions associated to periodic points on the small Julia set are constant on M.

(3) In particular, infinitely many multipliers are constant on such submanifolds, con-
tradicting the independence of multipliers.

The point (1) is given by [15, Theorem 4.1] which is also available in Pnd with n ≥ 3.
The point (2) corresponds to the proof of Theorem C in [15] using Theorem 3.4 there.
The only difference in our setting is that we need information on the multipliers (i.e.
eigenvalues of Dxf

p) while [15, Theorem 3.4] only gives information on their product (i.e.
the determinant of Dxf

p). However, the proof of Theorem 3.4 actually establishes that if
M satisfies (?) then all f, f ′ ∈M are holomorphically conjugated in neighborhoods of their
small Julia sets Jn(f) and Jn(f ′). Hence, the associated eigenvalue functions are constant
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on M. Finally, the contradiction in the point (3) follows from Theorem 1.1, which ensures

that submanifolds M satisfying (?) cannot be dense in Ω̃.

7.3. Uniform control on the critical preperiodic points. To prove Corollary 1.4,
it suffices to verify that the assumption (14) of [15, Theorem 7.2] holds, and then use a
density argument to extend the result, which is originally stated over Q, to maps f defined
over C.

The first step is immediate after the observation that the open set Ω ⊂ Pnd used above
is a small neighbordhood of a map

f0 : (z, w, y3, . . . , yn) 7→ (αz+εw+βzw+w
n∑
i=3

τiyi, a(w2−1), σ3y3, . . . , σnyn)+c(zd, wd, yd3 , . . . , y
d
n),

where α, β, ε, τi, σi, a, c are constants with 0 < |c| < 1 small and |a| can be chosen arbi-
trarily large with respect to |β| and |τi| (see [15, Section 4.5]). The dynamics at infinity
of such a map is conjugated to the power map if d ≥ 3. And a simple computation
gives that it is arbitrarily close to it when d = 2 for |β/(a + c)| and |τ/(a + c)| small.
Therefore, by reducing Ω if necessary, we can assume that the restriction of f ∈ Ω to the
hyperplane at infinity H∞ is hyperbolic. In particular, f 7→ L∞(f) is pluriharmonic on

Ω and thus, ddcL = ddcGCrit on the image Ω̃ of Ω in P̃nd . In particular, if Ω̂ := π−1(Ω̃)

then µ̂Bif = µ̂pol
Bif on Ω̂ in P̂nd . Since we have Ω̃ ⊂ supp(µBif), µ̂Bif = π∗µBif , ĜCrit ≥ 0 and

µ̂pol
Bif = (ddcĜCrit)

N , we must have Ω̂ ⊂ supp(µ̂pol
Bif) and∫

P̂nd
ĜCritµ̂

pol
Bif ≥

∫
Ω̂
ĜCritµ̂

pol
Bif > 0

which corresponds exactly to (14). Hence, [15, Theorem 7.2] gives a non-empty Zariski

open subset Û of P̂nd with a uniform control, for f ∈ Û(Q), on the points of small canonical
height lying on the critical set of f. As preperiodic points have zero height, the result
applies to them. More precisely, there exists B ≥ 1 such that if f ∈ Û(Q) then there is an
algebraic subset Wf of Cn such that deg(Wf ) ≤ B and

Preper(f) ∩ Critf ⊂Wf .

If we could extend the result to Û(C) then the set U in Corollary 1.4 would simply be the

preimage of π(Û) by the projection Pnd → P̃nd , i.e. U is the set of maps f whose conjugacy

class intersects Û .
Now, it remains to extend the result from Û(Q) to Û(C), which simply follows from

the compactness of the set of codimension 2 algebraic subsets of Cn of degree bounded
by B. More precisely, assume that some f ∈ Û(C) does not satisfy the statement, i.e.
the set Preper(f) ∩ Critf is not contained in any codimension 2 algebraic subvariety of
Cn of degree bounded by B. Hence, by compactness there exist p > q ≥ 0 such that
the same holds for Preperp,q(f) ∩ Critf where Preperp,q(f) := {z ∈ Pn ; fp(z) = f q(z)}.
On the other hand, both CritF and Preperp,q := {(z, g) ∈ Pn × P̂nd ; gp(z) = gq(z)} are

defined over Q. A difficulty here is that their intersection Z := CritF ∩ Preperp,q might
have arbitrarily many irreducible components with respect to p and q and it could be that
it is not of pure dimension. However, if ρ : Pn × P̂nd → P̂nd is the natural projection then
we can consider all the irreducible components (Zi)i∈I of Z such that f ∈ ρ(Zi) for each
i ∈ I. The set Y := ∩i∈Iρ(Zi) is also defined over Q so there exists a sequence (fn) in

(Y ∩ Û)(Q) converging to f. The Remmert open mapping theorem (see e.g. [25, Chapter
V.6]) applied to each ρ|Zi : Zi → ρ(Zi) ensures that each point in Preperp,q(f) ∩ Critf is
a limit of points in Preperp,q(fn) ∩ Critfn . Thus, Preperp,q(f) ∩ Critf is contained in any
limit value of (Wfn) which gives the desired contradiction.
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